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Abstract
Most pre-trained learning systems are known to suffer from bias, which typically emerges from the data, the model, or both. Measuring and quantifying bias and its sources is a challenging task and has been extensively studied in image captioning. Despite the significant effort in this direction, we observed that existing metrics lack consistency in the inclusion of the visual signal. In this paper, we introduce a new bias assessment metric, dubbed ImageCaptioner², for image captioning. Instead of measuring the absolute bias in the model or the data, ImageCaptioner² pays more attention to the bias introduced by the model w.r.t. the data bias, termed bias amplification. Unlike the existing methods, which only evaluate the image captioning algorithms based on the generated captions only, ImageCaptioner² incorporates the image while measuring the bias. In addition, we design a formulation for measuring the bias of generated captions as prompt-based image captioning instead of using language classifiers. Finally, we apply our ImageCaptioner² metric across 11 different image captioning architectures on three different datasets, i.e., MS-COCO caption dataset, Artemis V1, and Artemis V2, and on three different protected attributes, i.e., gender, race, and emotions. Consequently, we verify the effectiveness of our ImageCaptioner² metric by proposing Anonymous-Bench, which is a novel human evaluation paradigm for bias metrics. Our metric shows significant superiority over the recent bias metrics: LIC, in terms of human alignment, where the correlation scores are 80% and 54% for our metric and LIC, respectively. The code and more details are available at https://eslambkr.github.io/imagecaptioner2.github.io/.

Introduction
Recent efforts focus on estimating model bias, driven by the fact that more than balanced data is needed to create unbiased models (Wang et al. 2019). Bias (Zhang et al. 2023; Bolukbasi et al. 2016; Caliskan, Bryson, and Narayanan 2017) is characterized by the model’s representation of different subgroups when generating the supergroup, such as assessing whether it equally depicts men and women in images of people. The primary cause of bias stems from spurious correlations captured during training. We are interested in the spurious correlation found within ordinary daily scenes,
which typically do not evoke bias concerns. Accordingly, BA (Zhao et al. 2017), DBA (Wang and Russakovsky 2021), and LIC (Hirota, Nakashima, and Garcia 2022) measure the model bias w.r.t the bias in the training dataset. In other words, they emphasize the bias introduced by the model regardless of the bias in the ground-truth dataset. Therefore, detecting and measuring the bias is the first step toward a reliable and accurate image captioner.

BA (Zhao et al. 2017) and DBA (Wang and Russakovsky 2021), calculate the co-occurrence frequency of protected bias attribute and detected objects in the picture or some specific words in the caption as a bias score. An apparent limitation of these evaluations is that only limited visual or language contexts are used for computing the statistics. Consequently, several learnable bias measurements have been proposed recently (Zhao, Wang, and Russakovsky 2021; Hirota, Nakashima, and Garcia 2022; Wang et al. 2019). The basic assumption of this line of work is that if the bias attribute category, e.g., gender, can be inferred through context even if the attribute feature does not exist, then it indicates that the model is biased. For instance, the recent work, LIC (Hirota, Nakashima, and Garcia 2022), estimates the bias in image captioning models using trainable language classifiers, e.g., BERT (Devlin et al. 2018).

Consequently, measuring the bias in image captioning is notably challenging due to the task’s multimodal nature. Even though significant progress has been achieved in quantifying the bias and its amplification in image captioning models, it remains to be investigated how to properly measure the bias amplified by the image captioning model over the dataset from both the vision and language modalities.

The existing bias metrics quantify the bias only from the language side, where the image stream is omitted while measuring the bias. Discarding the visiolinguistic nature of the task in the metric may result in misleading conclusions. Addressing these limitations, we propose a novel bias metric termed ImageCaptioner, which incorporates the visiolinguistic nature of the image captioning task by utilizing an image captioner instead of a language classifier.

In addition to filling the multi-modalities gap in the existing bias metrics, ImageCaptioner better matches the underlying pre-training model, by proposing a prompt-based image captioner, i.e., the training objective is text generation. In contrast, the existing bias metric, e.g., LIC, utilizes a language classifier trained for a different objective, i.e., classification objective; this leads to a potential under-utilization of the pre-trained model we assess. In other words, our proposed metric provides textual prompts that bring the evaluation task closer to the pre-training task.

Experimentally, we evaluate our metric through comprehensive experiments across 11 different image captioning techniques on three different datasets, i.e., MS-COCO caption dataset (Lin et al. 2014), ArtEmis V1 (Achlioptas et al. 2021), and ArtEmis V2 (Mohamed et al. 2022), and on three different protected attributes, i.e., gender, race, and emotions. In addition, we introduce consistency measures to judge which learnable metric is more consistent against classifiers variations: 1) Introducing conflict-score to count the number of mismatches between different classifiers. 2) Introducing Ranking Consistency, which utilizes Pearson correlation. In comparison to LIC, we show that based on the consistency measures, our method is more consistent than LIC, where the correlation ratio is 97% and 92%, respectively. Consequently, we verify the effectiveness of our ImageCaptioner metric by proposing AnonymousBench, depicted in Figure 2, which is a novel human evaluation paradigm for bias metrics. Our metric shows significant superiority over the recent bias metric; LIC, in terms of human alignment, where the correlation scores are 80% and 54% for our metric and LIC, respectively.

Our contributions can be summarized as follows:

- We develop a novel bias metric called ImageCaptioner, depicted in Figure 1. To the best of our knowledge, ImageCaptioner is the first metric that is formulated based on the visiolinguistic nature of the image captioning while quantifying the bias.
- We propose a prompt-based image captioner that better matches the underlying pre-training model we assess.
- We propose AnonymousBench to verify the effectiveness of our ImageCaptioner metric, depicted in Figure 2.
- We propose a new scoring function that matches the objective of measuring the bias.
- We apply our metric across 11 different image captioning techniques on three different datasets, i.e., MS-COCO caption dataset, Artemis V1, and Artemis V2, and on three different attributes, i.e., gender, race, and emotions.

### Revisiting Fairness Metrics

In recent years, there have been rapid efforts toward designing robust fairness metrics. Nonetheless, all the existing metrics suffer from severe limitations that make them far from being reliable; therefore, in this paper, we take one step toward designing a more robust and reliable metric. In this section, we first cover the different taxonomies of the existing fairness metrics in image captioning. Then, we dissect them to show their limitations, which raises several questions.

### Taxonomy of Fairness Metrics

We classify the fairness metrics into three categories:

**Source-Agnostic Vs. Source-Identification metrics.** Women also Snowboard (Hendricks et al. 2018), and GAIC (Tang et al. 2021) assume access to the bias attribute in the predicted captions while measuring the misclassification rate. Accordingly, such metrics cannot identify the bias source, which is crucial in designing a debiasing technique. In contrast, methods that rely on a pre-trained language model to determine whether the model is biased or not, such as (Zhao, Wang, and Russakovsky 2021), LIC (Hirota, Nakashima, and Garcia 2022), and (Wang et al. 2019), or the methods that rely on calculating the co-occurrences, i.e., BA (Zhao et al. 2017) and DBA (Wang and Russakovsky 2021), have the capability of determining the source of the bias.

**Learnable Vs. Non-Learnable metrics.** (Zhao, Wang, and Russakovsky 2021) studies the racial bias, i.e., lighter and darker, by utilizing a dedicated classifier to predict the race based on the predicted caption. In addition, LIC (Hirota, Nakashima, and Garcia 2022), and (Wang et al. 2019) train additional language classifiers to measure the bias in the data.
Figure 2: AnonymousBench. Part A is the detailed pipeline which demonstrates how our novel benchmark is collected. First annotators are asked to write a set of anonymous descriptions, then the generated prompts are fed to a text-to-image model to generate the images. Finally, as a verification step, the same annotators are asked again to filter out the gender or race recognizable images. Part B demonstrates some random samples of AnonymousBench.

and the model. In contrast, Women also Snowboard (Hendricks et al. 2018), GAIC (Tang et al. 2021), BA (Zhao et al. 2017), and DBA (Wang and Russakovsky 2021) do not utilize any additional learnable parameters to measure the bias. Women also Snowboard (Hendricks et al. 2018) defines the error rate as the number of gender misclassifications, i.e., whether the protected attribute words have been correctly predicted in the generated caption or not. Consequently, GAIC (Tang et al. 2021) formulates the gender bias as the difference in performance between the subgroups of a protected attribute, e.g., GAIC (Tang et al. 2021) creates three groups for gender: male, female, and not-specified. BA (Zhao et al. 2017) and DBA (Wang and Russakovsky 2021) calculate the co-occurrence between the desired bias attribute, e.g., gender, and the predicted caption.

Absolute-Bias Vs. Bias-Amplification. Another comparison criterion is whether the metric measures the magnitude of the bias introduced by the model over the bias already existing in the data. This type of metric can be interpreted as Bias-amplification metrics (Zhao et al. 2017) (Wang and Russakovsky 2021) (Hirota, Nakashima, and Garcia 2022) (Wang et al. 2019), where it answers the following question: “Does the model introduce extra bias than ground-truth dataset?” To this end, these models ground the model bias score to the data bias score. In contrast, (Zhao, Wang, and Russakovsky 2021) (Hendricks et al. 2018) (Tang et al. 2021) do not provide this valuable information; that’s why we call them absolute-bias metrics.

Fairness Metrics Limitations
Table 1 summarizes the existing bias metric limitations.

Ignore Multi-Modality. Image captioning is a multi-modal task, making evaluating its bias and determining its source more challenging. However, to the best of our knowledge, non-of the existing image captioning bias metrics (Hendricks et al. 2018) (Tang et al. 2021) (Zhao, Wang, and Russakovsky 2021) (Zhao et al. 2017) (Wang and Russakovsky 2021) (Hirota, Nakashima, and Garcia 2022), as shown in Table 1, include the image while measuring the bias. All of them degrade the captioning task to a text generation task, which is a flawed approximation. Driven by this, we propose a novel metric termed ImageCaptioner$^2$, which respects the multiple modalities nature of the image captioning task by including both the image and the text while measuring the bias. In other words, we instead argue for a formulation of measuring the bias of generated caption from the image captioning model as a prompt-based image captioning task.

Limited context. Women also Snowboard (Hendricks et al. 2018), GAIC (Tang et al. 2021), BA (Zhao et al. 2017), and DBA (Wang and Russakovsky 2021) achieve a consistent performance as they use a fixed formula while computing the bias, e.g., co-occurrence, instead of using learnable classifiers, however, they measure the bias based on the appearance of the protected attributes in the caption and discard the rest of the caption in their bias formula. In contrast, our metric ImageCaptioner$^2$, considers the entire context while measuring the bias and determining its sources.

Inconsistency. A reliable evaluation metric should have the
which, as shown in Table 1, belongs to the bias-amplification, (Vaswani et al. 2017) is better than the UpDn (Anderson et al. (Hirota, Nakashima, and Garcia 2022), when the LSTM classifier is utilized, the LIC score indicates that the Transformer (Vaswani et al. 2017) is better than the BERT (Devlin et al. 2018), and LSTM (Hochreiter and Schmidhuber 1997). For instance, based on the results reported in the LIC paper (Hirota, Nakashima, and Garcia 2022), when the LSTM classifier is utilized, the LIC score indicates that the Transformer (Vaswani et al. 2017) is better than the UpDn (Anderson et al. 2018), where the LIC score is 8.7 and 9, respectively, as the lower LIC score indicates a better model. While based on the BERT classifier, the UpDn (Anderson et al. 2018) is much better than the Transformer (Vaswani et al. 2017), where the LIC score is 4.7 and 5.9, respectively. This motivates us to propose a more robust metric, termed ImageCaptioner\(^2\), which, as shown in Table 1, belongs to the bias-amplification, learnable, and source-identification families.

**Prompt-Based Bias Amplification Metric**

Based on the aforementioned analysis and limitations, several questions and concerns arose:

1. Can we regard the multi-modality nature by incorporating the image while measuring the bias introduced by the image captioning models? To this end, we utilize the image captioning model to assess the bias introduced by the image captioning model, dubbed ImageCaptioner\(^2\).

2. Can we design a bias metric that better matches the underlying pre-training model we assess? To this end, we design a formulation of measuring the bias of generated caption as prompt-based image captioning instead of using language classifiers (Hirota, Nakashima, and Garcia 2022).

3. Can we assess the inner bias of a model without introducing any additional parameters? To this end, we show an interesting property of our metric, called Self-Assessment, where we use the same image captioning model we need to assess to measure its own bias.

4. Does the existing scoring function match the objective of measuring the bias?

**ImageCaptioner\(^2\)**

Driven by the aforementioned limitations, we propose a prompt-based bias amplification metric, termed ImageCaptioner\(^2\).

**Bias-Amplification.** We not only measure the severity of the bias in predicted captions but also detect the source of the bias. That means, on one hand, we measure the bias from the dataset; on the other hand, we estimate the bias of the caption model. As shown in Figure 1, two streams are utilized to evaluate an arbitrary image captioning model; 1) ground-truth stream (In green), 2) model stream (In blue). To measure the caption model bias \(B_m\) w.r.t the ground-truth bias \(B_d\), a bias-amplification module is utilized, i.e., subtraction operation; \(B_{amp} = B_m - B_d\). Other relational operator can be utilized, e.g., division, however the division could be thought of as a normalized version of the subtraction; \(\frac{B_m}{B_d} = \frac{B_m - B_d}{B_d} \neq \frac{B_m}{B_d}\). The normalized version will make it hard to compare performances across different datasets, but provide similar meaning if the dataset is fixed.

**Text Pre-processing.** As shown in Figure 1, given an input image, the associated GT-caption, and the predicted caption, a text pre-processing module is utilized to refine the captions before feeding them to the prompt-based image captioners. The text pre-processing module performs two main functionalities: 1) Masking the protected-attribute indicative words. 2) Appending the prompt template to the caption. We hypothesize that if the fed captions are not biased, whether GT or predicted captions, then an arbitrary protected-attribute classifier performance should be around the random performance. Therefore, masking the protected-attribute indicative words is essential to make our hypothesis reasonable. For instance, if we are concerned by the gender bias, and the input caption is “A man sitting in front of his laptop computer”, then the output of the masking operation should be “A [MASK] sitting in front of [MASK] laptop computer”, where all the words that reveal gender information are replaced by mask token.

**Image Matters.** As shown in Table 1, all the existing metrics ignore the image stream while measuring the bias. This motivates us to propose a metric that respects the multi-modality nature by incorporating the input image. In other words, we design a formulation of measuring the bias in the caption as an image captioning task, not a plain text generation task.

<table>
<thead>
<tr>
<th>Method</th>
<th>Women also snowbard</th>
<th>GAIC</th>
<th>Understanding racial biases</th>
<th>BA</th>
<th>DBA</th>
<th>LIC</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-Context</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Multi-Modal</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Consistency</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Learnable</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Amplification Magnitude</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1: Comparison of various bias metrics, i.e. Women also snowbard (Hendricks et al. 2018), GAIC (Tang et al. 2021), Understanding racial biases (Zhao, Wang, and Russakovsky 2021), BA (Zhao et al. 2017), DBA (Wang and Russakovsky 2021), LIC (Hirota, Nakashima, and Garcia 2022). Where Full-Context indicates, the whole caption is utilized, not only protected attributes. Multi-Modal reveals the metric incorporates the image alongside the text while measuring the bias of image captioning models. Consistency means the metric gives the same results on multiple runs. Learnable determines whether the metric exploits additional learnable parameters, e.g., language classifiers. Finally, Amplification-Magnitude demonstrates the metric provides information regarding the extra bias introduced by the model over the data.
Therefore, in contrast to the existing bias metrics, we are the first work that assesses the image captioning bias using image captioner instead of language classifiers.

Bias image masking. Consequently, masking the input image is as vital as masking the protected-attribute indicative words. To ensure our hypothesis is valid, we prevent all leakage sources, i.e., images and text. We assume access on bounding boxes or segmentation masks to mask the protected attribute visual clues. However, this assumption is practical as most of the existing image captioning models inherently contain an object detection phase, which we can utilize. Figure 1 demonstrates an example of a masked image.

Prompt Implementation

Motivation. One possible solution to adapt the image captioner to judge whether the model is biased is to stack a classification head. A key drawback of this solution is that the added classifier is trained for a different objective, i.e., classification objective, rather than the image captioning model objective, i.e., text generation. In contrast, we introduce a prompt-based metric to better match the underlying pre-training objective of the image captioner that we assess.

Prompt engineering. To this end, we reformulate the bias measurement by introducing a prompt function \( f_{\text{prompt}} \) from a classification objective to a text generation objective by refining the input caption by adding a predefined template \( T \). The prompt function \( f_{\text{prompt}} \) could be implemented in various ways, depending on the position of the empty slot, i.e., [Answer]. The cloze prompt function incorporates the empty slot in the middle of the caption, while the prefix prompt function incorporates it at the end. We designed our prompt function \( f_{\text{prompt}} \) in prefix fashion to fit in both language and image captioning, respectively, using external classifiers \( f_{\text{cls}} \), depicted in Eq. 3.

Implementation Details. During training, we fine-tune the prompt-based image captioner to predict the last word, i.e., [Answer]. More specifically, given the predicted caption \( x_m \), the prompt \( T \), and the masked image \( I_m \), our prompt-based judge model predicts the answer \( A \), e.g., male or female. Therefore the training objective is interpreted as follows:

\[
\mathcal{L}_{CE} = \log(P(A|x_m,T,I_m)).
\]

Then the bias scores, i.e., \( B_m \) and \( B_d \), are interpreted as to what extent the model is confident while predicting the answer \( A \):

\[
B_{d,m} = \frac{1}{|D|} \sum_{(x_m,I_m)\in D} P(A|x_m,T,I_m),
\]

where \( D \) is the GT and predicted captions for \( B_d \) and \( B_m \), respectively. During the inference, we deliberately ignore the model’s predictions by injecting the input refined text as a predicted word at each time-step \( t \), which could be interpreted as a teacher-forcing (Cho et al. 2014) with a different intention. As our main objective is to predict the [Answer] based on the input caption \( x_p \), not the predicted one.

Self-Assessment

Self-Assessment could be interpreted as a special case of our metric; ImageCaptioner\(^2\), where the same image captioning model, is used to measure its own bias. This allows us to fully take advantage of the parameters learned during the pre-training phase without adding any additional computations. Avoiding adding any new parameters does not only improve efficiency but also avoids adding an extra source of bias, making the evaluation more robust.

Confidence Is All You Need

Leakage (Wang et al. 2019) and LIC (Hirota, Nakashima, and Garcia 2022) estimate the gender bias for image classification and image captioning, respectively, using external classifiers \( f_{\text{cls}} \), depicted in Eq. 3.

\[
B_d = \frac{1}{|D|} \sum_{(y,a)\in D} f_s(y,a).
\]

Consider a sample \((I, y, a)\), where \( I \) is the input image, \( y \) is the corresponding output, e.g., caption in image caption task, and \( a \) is the protected attribute, e.g., gender, both of them (Wang et al. 2019) (Hirota, Nakashima, and Garcia 2022) use a scoring function \( f_s \) that mixes up the accuracy objective with the bias objective. As shown in Eq. 4, the leakage (Wang et al. 2019) exploits only the indicator function which measures the classification accuracy. LIC (Hirota, Nakashima, and Garcia 2022) considers also the confidence score alongside the classification accuracy. In contrast, we remove the accuracy measure, and define the bias score as only the confidence score, as shown in Eq. 4.

\[
B_d = \frac{1}{|D|} \sum_{(y,a)\in D} f_s(y,a).
\]
We evaluate our proposed metric, ImageCaptioner, which belongs to a male set. The error rate is the number of sentences which belong to a female set to sentences which belong to a male set. The error rate is the number of gender misclassifications. BA (Zhao et al. 2017) and DBA (Hendricks et al. 2018) measure the bias based on the protected attribute in the caption, i.e., co-occurrence.

\[ f_s(y, a) = \begin{cases} 
1 & \text{Leakage} \\
S_a(y) + 1_{f_{cls}(y) = a} & \text{LIC} \\
S_a(y) & \text{Ours}
\end{cases} \]

In contrast, aligned with the bias objective, we remove the accuracy measure represented in the indicator function, and define the bias score as only the confidence score, i.e., \( B_{d,m} = S_a(y) \) following Eq. 2. The assumption of such adjustment can be shown in the following case, taking the gender bias measurement as an example, where the protected attribute \( a = \text{female} \). If the output confidence score \( S_a(y) \) for male and female are 0.51 and 0.49, this means that the attribute classifier \( f_{cls} \) predicts male. According to the indicator function this given sample will be discarded, even if we know that the confidence score near 0.5 means there is no bias. Driven by this, we argue that confidence is all you need for bias scoring.

### Experiments

#### Datasets and Models

We evaluate our proposed metric, ImageCaptioner\(^2\), on two datasets, i.e., MS-COCO captioning dataset (Lin et al. 2014) for gender and race attributes, Artemis V1 (Achlioptas et al. 2021), and V2 (Mohamed et al. 2022) for emotion attribute. For gender and race, we validate the effectiveness of our metric on a wide range of image captioning models, i.e., NIC (Vinyals et al. 2015), SAT (Xu et al. 2015), FC (Rennie et al. 2017), Att2in (Rennie et al. 2017), UpDn (Anderson et al. 2018), Trans. (Vaswani et al. 2017), OSCAR (Li et al. 2018), NIC+ (Hendricks et al. 2018), NIC+Eq. (Hendricks et al. 2018). While for Artemis V1 (Achlioptas et al. 2021) and V2 (Mohamed et al. 2022), we explore SAT (Xu et al. 2015), and Emotion-Grounded SAT (EG-SAT) (Achlioptas et al. 2021) with its variants. The EG-SAT is an adapted version of SAT that incorporates the emotional signal into the speaker to generate controlled text. Two variants of EG-SAT are studied based on the source of the emotion: 1) Img2Emo. A pre-trained image-to-emotion classifier is utilized to predict the emotion. 2) Voting. Each image has, on average, eight different captions; therefore, the input emotion is conducted by a simple voting mechanism to pick the most frequent emotion in the GT captions.

#### Implementation Details

**Masking Attribute Clues.** To measure gender bias, we mask attribute-related information in both image and text. Specifically, for gender and racial bias, the image is masked using GT masks or predicted bboxes. In addition, the protected attribute-related words are replaced by a [MASK] token. In contrast, we do not mask any image region when focusing on emotion bias, as emotion attributes are not represented directly in artworks. Instead, we only mask sentimental words that leak the emotion attribute in captions.

**Network and Training Configuration.** We explore two different prompt-based image captioning models, i.e., SAT (Xu et al. 2015) and GRIT (Nguyen, Suganuma, and Okatani 2022) to act as classifiers. To train our prompt-based image captioner, we split the original validation set, around 70%, 10%, and 20%, respectively. These splits are balanced based on the protected attribute. All captioning models are trained using the same training configurations mentioned in (Hirotu, Nakashima, and Garcia 2022). The added template \( T \) is “Therefore, the gender is [Answer]”, “Therefore, The race is [Answer]” and “Therefore, the emotion is [Answer]” for

<table>
<thead>
<tr>
<th>Method</th>
<th>LIC ↓</th>
<th>Ratio ↓</th>
<th>Error ↓</th>
<th>BA ↓</th>
<th>DBAC ↓</th>
<th>DBAO ↓</th>
<th>Ours ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIC</td>
<td>3.7</td>
<td>2.47</td>
<td>14.3</td>
<td>4.25</td>
<td>3.05</td>
<td>0.09</td>
<td>2.68</td>
</tr>
<tr>
<td>SAT</td>
<td>5.1</td>
<td>2.06</td>
<td>7.3</td>
<td>1.14</td>
<td>3.53</td>
<td>0.15</td>
<td>1.64</td>
</tr>
<tr>
<td>FC</td>
<td>8.6</td>
<td>2.07</td>
<td>10.1</td>
<td>4.01</td>
<td>3.85</td>
<td>0.28</td>
<td>6.29</td>
</tr>
<tr>
<td>Att2in</td>
<td>7.6</td>
<td>2.06</td>
<td>4.1</td>
<td>0.32</td>
<td>3.60</td>
<td>0.29</td>
<td>6.17</td>
</tr>
<tr>
<td>UpDn</td>
<td>9.0</td>
<td>2.15</td>
<td>3.7</td>
<td>2.78</td>
<td>3.61</td>
<td>0.28</td>
<td>6.64</td>
</tr>
<tr>
<td>Trans.</td>
<td>8.7</td>
<td>2.18</td>
<td>3.6</td>
<td>1.22</td>
<td>3.25</td>
<td>0.12</td>
<td>6.19</td>
</tr>
<tr>
<td>NIC+</td>
<td>9.2</td>
<td>2.06</td>
<td>1.4</td>
<td>1.52</td>
<td>3.18</td>
<td>0.19</td>
<td>5.09</td>
</tr>
<tr>
<td>NIC+Eq.</td>
<td>7.2</td>
<td>2.89</td>
<td>12.9</td>
<td>6.07</td>
<td>2.08</td>
<td>0.17</td>
<td>3.18</td>
</tr>
<tr>
<td>NIC+Eq.</td>
<td>11.8</td>
<td>1.91</td>
<td>7.7</td>
<td>5.08</td>
<td>3.05</td>
<td>0.20</td>
<td>5.93</td>
</tr>
</tbody>
</table>

Table 3: The bias amplification results for the gender attribute on MS-COCO dataset using different models, i.e., NIC (Vinyals et al. 2015), SAT (Xu et al. 2015), FC (Rennie et al. 2017), Att2in (Rennie et al. 2017), UpDn (Anderson et al. 2018), Trans. (Vaswani et al. 2017), OSCAR (Li et al. 2020), NIC+ (Hendricks et al. 2018), NIC+Eq. (Hendricks et al. 2018). The ratio and the error are introduced in (Hendricks et al. 2018). The ratio is defined based on the number of sentences which belong to a female set to sentences which belong to a male set. The error rate is the number of gender misclassifications. BA (Zhao et al. 2017) and DBA (Hendricks et al. 2018) measure the bias based on the appearance of the protected attributes in the caption, i.e., co-occurrence.

<table>
<thead>
<tr>
<th>Method</th>
<th>LIC ↓</th>
<th>Ratio ↓</th>
<th>Error ↓</th>
<th>BA ↓</th>
<th>DBAC ↓</th>
<th>DBAO ↓</th>
<th>Ours ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIC</td>
<td>3.7</td>
<td>-0.8</td>
<td>2.68</td>
<td>1.02</td>
<td>1.23</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>SAT</td>
<td>5.1</td>
<td>0.2</td>
<td>1.64</td>
<td>0.61</td>
<td>1.23</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>FC</td>
<td>8.6</td>
<td>2.9</td>
<td>2.30</td>
<td>0.51</td>
<td>2.13</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Att2in</td>
<td>7.6</td>
<td>1.1</td>
<td>2.78</td>
<td>0.61</td>
<td>2.13</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>UpDn</td>
<td>9.0</td>
<td>4.7</td>
<td>2.87</td>
<td>0.97</td>
<td>2.90</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Trans.</td>
<td>8.7</td>
<td>5.9</td>
<td>6.44</td>
<td>2.87</td>
<td>2.90</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>OSCAR</td>
<td>9.2</td>
<td>4.9</td>
<td>5.09</td>
<td>2.21</td>
<td>2.42</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>NIC+</td>
<td>7.3</td>
<td>1.8</td>
<td>3.18</td>
<td>1.16</td>
<td>1.63</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>NIC+Eq.</td>
<td>11.8</td>
<td>7.3</td>
<td>5.93</td>
<td>3.08</td>
<td>2.69</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 4: The bias amplification results for the gender attribute on MS-COCO dataset for LIC and our metric using different judge models across different image captioning models, i.e., NIC (Vinyals et al. 2015), SAT (Xu et al. 2015), FC (Rennie et al. 2017), Att2in (Rennie et al. 2017), UpDn (Anderson et al. 2018), Trans. (Vaswani et al. 2017), OSCAR (Li et al. 2020), NIC+ (Hendricks et al. 2018), NIC+Eq. (Hendricks et al. 2018). The down arrows indicate less is better. The ranking of captioning models is reported in red, which indicates to what extent the metric is consistent when changing the judging model.
We benchmark our metric across a wide range of captioning models, against the existing bias metrics. For fair comparison, we follow the training configurations mentioned in (Hirota, Nakashima, and Garcia 2022). Based on our metric, all captioning models amplify the bias, which is consistent with other bias metrics. In addition, we observe the same observation presented in (Hirota, Nakashima, and Garcia 2022) and (Wang and Russakovsky 2021), where the NIC-Equ amplifies the gender bias despite enhancing the classification accuracy. Interestingly, the equalizer almost tripled the bias score compared to NIC based on LIC. In contrast, the bias score is only doubled based on our measure. This decrease in the gap between NIC and NIC-Equ between LIC and our metric, 3x and 2x, respectively, is reasonable as the Equalizer allows models to make accurate predictions of the gender based on the visual region of the person. Therefore, intuitively, the equalizer effect will be included in our metric as it respects the multi-modality nature of the task.

**Which Metric Is Better?**

Despite the intuitive superiority of our method over the existing metrics, the ranking inconsistency among different bias metrics raises the importance of developing a method to evaluate the effectiveness of each bias metric. Consequently, this raises the importance of developing a method to evaluate the effectiveness of each bias metric quantitatively. Especially our metric and LIC. As both of them are learnable metrics, measure the amplification magnitude, and include the full-context while measuring the bias.

**Human Evaluation.** To fairly compare the different bias evaluation metrics, a human evaluation has to be conducted. However, it is hard design such an evaluation for the bias. For instance, one possible solution is asking the annotators to try to guess the gender given the AI generated captions, as shown in Figure 4. Unfortunately, the formulation will be not accurate enough as humans already biased, therefore this approach could lead to human bias measurement instead of metric evaluation. To tackle this critical point, we introduce AnonymousBench, depicted in Figure 2.

To prove the effectiveness of our method, we propose AnonymousBench, Figure 2: gender and race agnostic benchmark that consists of 1k anonymous images. First, we ask annotators to write 500 text prompts about various scenes with anonymous people. Secondly, Stable-Diffusion V2.1 (Rombach et al. 2022) is utilized to generate ten images per prompt resulting in 5k images. To address any potential bias (Zhang et al. 2023; Bakr et al. 2023) in the generated images, a human evaluation was conducted to filter out the non-agnostic images based on two simple questions; 1) Do you recognize a human in the scene? 2) If yes, Are the gender and race anonymous? Finally, the filtered images, 1k images, are fed to each model, to generate the corresponding captions. An unbiased model would predict gender-neutral words, e.g., person instead of man or woman, as the gender is not apparent. Therefore, the GT score is defined based on whether a human can guess the gender from the generated captions and averaged across the whole data. Table 5 demonstrates LIC, ImageCaptioner$^2$, and GT results on our proposed benchmark: AnonymousBench. The Pearson correlation is employed to measure the alignment between the metrics and human evaluation. As shown in Figure 3, our metric is more aligned with the human evaluation, where the correlation scores are 80% and 54% for our metric and LIC, respectively.

**Learnable Metrics Consistency.** The learnable metrics utilize additional language classifiers to measure the bias. Consequently, they may be inconsistent across different classifiers. To measure the consistency, LIC relies on the agreement between different classifiers on the best and the worst models in terms of bias. Following such a naive approach may lead to an inadequate conclusion. For instance, we observe an inconsistency in ranking, i.e., shown in red parenthesis in Table 4. In addition, there is no agreement on whether the
Given the following image:

And the given caption:

Black and white photograph of a surfer balancing on [Mask] board

Can you guess the gender?

- [ ] Male
- [ ] Female

Figure 4: Human evaluation UI.

Table 5: Human evaluation results on AnonymousBench.

<table>
<thead>
<tr>
<th>Method</th>
<th>LIC ↓</th>
<th>Ours ↓</th>
<th>GT ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIC (Vinyals et al. 2015)</td>
<td>97.5</td>
<td>95.8</td>
<td>74.0</td>
</tr>
<tr>
<td>SAT (Xu et al. 2015)</td>
<td>92.0</td>
<td>94.0</td>
<td>33.0</td>
</tr>
<tr>
<td>FC (Rennie et al. 2017)</td>
<td>94.5</td>
<td>94.8</td>
<td>48.5</td>
</tr>
<tr>
<td>Att2in (Rennie et al. 2017)</td>
<td>93.0</td>
<td>92.3</td>
<td>48.5</td>
</tr>
<tr>
<td>UpDn (Anderson et al. 2018)</td>
<td>96.0</td>
<td>95.2</td>
<td>78.5</td>
</tr>
<tr>
<td>Trans. (Vaswani et al. 2017)</td>
<td>99.0</td>
<td>95.0</td>
<td>63.0</td>
</tr>
<tr>
<td>OSCAR (Li et al. 2020)</td>
<td>96.5</td>
<td>91.5</td>
<td>27.0</td>
</tr>
<tr>
<td>NIC+ (Hendricks et al. 2018)</td>
<td>97.5</td>
<td>95.6</td>
<td>87.5</td>
</tr>
<tr>
<td>NIC+Eq (Hendricks et al. 2018)</td>
<td>94.5</td>
<td>94.7</td>
<td>61.5</td>
</tr>
</tbody>
</table>

Replacing GT Masks by Detectors

Relying on GT masks could be considered as a major drawback. Therefore, to show that our metric is orthogonal with the predicted masks, we replace GT masks, using two off-the-shelf detectors to predict the humans to mask them from the image. As shown in Table 6, both YOLOX (Ge et al. 2021) and MaskR-CNN (He et al. 2017) almost achieve the same bias score as the GT segmentation masks. In addition, they are fully correlated, which indicates that the detection phase does not introduce additional bias.

Multi-Modal Classifier

To highlight the impact of incorporating the image while measuring the bias, we implement a simple vision-and-language classifier, termed VL-LIC, as a baseline. Accordingly, we have integrated ResNet50 as the visual backbone in conjunction with the BERT language encoder utilized by LIC. As depicted in Figure 3, incorporating the image, referred to as VL-LIC, demonstrates an enhancement in human correlation on our AnonymousBench and improved consistency compared to LIC, which relies solely on language. Furthermore, including the image lies in accessing a richer signal and capturing spurious correlations more accurately, as the generated caption alone may not provide comprehensive details encompassed by the image. However, the prompt-based metric remains superior due to its alignment with the underlying pre-trained model, which follows an auto-regressive approach by predicting subsequent words based on preceding ones. Furthermore, employing pre-trained vision and language classifiers as judge models introduces additional bias, thus posing challenges in drawing robust conclusions.

Conclusion

In this paper, we identify and address limitations in existing fairness metrics for image captioning, e.g., lack of consideration for the multi-modality nature of image captioning. We introduce ImageCaptioner², which incorporates the visuo-linguistic aspects of image captioning to estimate bias more effectively. Leveraging a prompt-based image captioner, we reformulate the bias metric as a text generation objective aligned with the underlying pre-training objective. We evaluate our metric across 11 image captioning techniques on MS-COCO, Artemis V1, and Artemis V2 datasets, considering three protected attributes—gender, race, and emotions. Finally, our proposed AnonymousBench demonstrates superior alignment with human judgments, outperforming recent bias metric LIC by 80% and 54%, respectively.
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