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Abstract
Evolutionary algorithms (EAs) are widely used for multi-objective optimization due to their population-based nature. Traditional multi-objective EAs (MOEAs) generate a large set of solutions to approximate the Pareto front, leaving a decision maker (DM) with the task of selecting a preferred solution. However, this process can be inefficient and time-consuming, especially when there are many objectives or the subjective preference of DM is known. To address this issue, interactive MOEAs (iMOEAs) integrate decision making into the optimization process, i.e., update the population with the help of the DM. In contrast to their wide applications, there have existed only two pieces of theoretical works on iMOEAs, which only considered interactive variants of the two simple single-objective algorithms, RLS and (1+1)-EA. This paper provides the first running time analysis (the essential theoretical aspect of EAs) for practical iMOEAs. Specifically, we prove that the expected running time of the well-developed interactive NSGA-II (called R-NSGA-II) for solving the OneMinMax and OneJumpZeroJump problems are all asymptotically faster than the traditional NSGA-II. Meanwhile, we present a variant of OneMinMax, and prove that R-NSGA-II can be exponentially slower than NSGA-II. These results provide theoretical justification for the effectiveness of iMOEAs while identifying situations where they may fail. Experiments are also conducted to validate the theoretical results.

Introduction
Multi-objective optimization (MOP) (Steuer 1986) requires to optimize several objective functions simultaneously, which appears in various real-world applications. Since these functions usually conflict with each other, there does not exist a solution which can outperform any other solution in every objective function. Therefore, the goal of MOP is to identify a set of solutions that represent diverse optimal trade-offs between objective functions, referred to as Pareto optimal solutions.

Evolutionary algorithms (EAs) (Bäck 1996) are a large class of randomized heuristic optimization algorithms, inspired by natural evolution. They keep a set of solutions (called population) and iteratively improve it by generating offspring solutions and selecting better ones. The population-based nature makes EAs highly appropriate for solving MOPs, which have become a popular tool in various real-world MOP situations (Deb et al. 2002; Zhang and Li 2007; Beume, Naujoks, and Emmerich 2007).

After the optimization of multi-objective EAs (MOEAs), a decision maker (DM) needs to select one solution from the generated set of non-dominated solutions based on her (or his) preference. However, the paradigm of finding a large set of solutions at first and then selecting an appropriate one may be inefficient and time-consuming under some circumstances, especially when the number of objectives is large or DM has some subjective preference information. Specifically, when the number of objectives increases, the objective space gets increasingly complex, making it hard to find solutions with good convergence and spread; when the subjective preference of DM is known, such information can actually give a directional bias for the search, while MOEAs usually ignore it and simply search the whole solution space equally, resulting in the waste of computing resources in inessential regions.

Interactive MOEAs (iMOEAs) (Takagi 2001) is thus proposed, which integrates decision making into the optimization process. That is, in the population update procedure of each generation, the DM is used to select the preferred solution out of two incomparable solutions. The preference information provided by the DM can be a utility function (Gong et al. 2011; Köksalan and Karahan 2010), which outputs a function value to indicate the quality of a solution based on the solution’s objective vector; a reference point (Huber, Geiger, and Sevaux 2015; Thiele et al. 2009), which represents the DM’s favorite objective vector and prefers a solution with objective vector closer to it; and a surrogate model (Li 2019), which directly selects a preferred solution by using a machine learning model, e.g., neural network. Due to their fast convergence and the ability to reflect the DM’s preference, iMOEAs have achieved many successful real-world applications, e.g., aircraft design (Bandte and Malinchik 2004), software design (Ramírez, Romero, and Ventura 2018), and land use planning (Janssen et al. 2008).

In contrast to wide applications, the theoretical foundation of MOEAs as well as iMOEAs is still underdeveloped, which is mainly due to the sophisticated behaviors of EAs and the hardness of MOPs. The running time analysis, the essential theoretical aspect, of MOEAs starts from analyzing...
the expected running time of simple MOEAs (e.g., SEMO (or GSEMO) which employs the one-bit (or bit-wise) mutation operator to generate an offspring solution in each iteration and keeps the non-dominated solutions generated so far in the population) for solving multi-objective synthetic and combinatorial optimization problems (Giel 2003; Laumanns, Thiele, and Zitzler 2004a,b; Neumann 2007; Horoba 2009; Giel and Lehre 2010; Neumann and Thiele 2010; Doerr, Kodric, and Voigt 2013; Qian, Yu, and Zhou 2013; Qian, Tang, and Zhou 2016; Dinot et al. 2023). There are also a series of theoretical studies showing that GSEMO or its variants can achieve good approximation guarantees for solving single-objective submodular optimization problems with constraints (Qian, Yu, and Zhou 2015; Friedrich and Neumann 2015; Qian et al. 2017, 2019; Zhou, Yu, and Qian 2019; Qian 2020; Roostapour et al. 2022).

Recently, researchers are shifting their focus to analyzing practical MOEAs. Zheng, Liu, and Doerr (2022) analyzed the expected running time of the popular NSGA-II (Deb et al. 2002) solving the OneMinMax and LOTZ problems for the first time. Later, Zheng and Doerr (2022) considered a modified crowding distance method which recalculate the crowding distance each time the solution with the smallest crowding distance is deleted, and proved that it can lead to better approximation to the Pareto front. Bian and Qian (2022) proved that replacing binary tournament selection with stochastic tournament selection in parent selection can significantly decrease the running time of NSGA-II. More works include the analysis of NSGA-II solving the many-objective problem mOneMinMax (Zheng and Doerr 2023) and the bi-objective minimum spanning tree problem (Cerf et al. 2023), NSGA-II solving the LOTZ problem in the presence of noise (Dang et al. 2023b), the effectiveness of the crossover operator (Dang et al. 2023a; Doerr and Qu 2023b), and the lower bound of NSGA-II solving the OneMinMax and OneJumpZeroJump problems (Doerr and Qu 2023a). Besides, the expected running time of other popular MOEAs has also been considered, e.g., MOEA/D (Huang et al. 2019; Huang and Zhou 2020; Huang et al. 2021), SMS-EMOA (Bian et al. 2023), and NSGA-III (Doerr and Wittberg 2023).

Though much effort has been devoted to analyzing MOEAs, the theoretical analysis of iMOEAs is quite rare. To the best of our knowledge, there have been only two pieces of work. Brockhoff et al. (2012) analyzed the expected running time of iRLS and (1+1)-iEA solving two bi-objective problems LOTZ and COCZ, where iRLS and (1+1)-iEA maintain exactly one solution in the population and iteratively improve the solution by generating one offspring solution and keeping the better one. Specifically, the parent solution and offspring solution are first compared according to the Pareto dominance relationship, i.e., the dominating one will be picked; if they are incomparable, the DM will pick the preferred one, i.e., the one with a larger utility function value will be picked. They proved that the performance of (1+1)-iEA and iRLS may degrade dramatically if the utility function is non-linear instead of linear. Neumann and Nguyen (2014) analyzed the expected running time of iRLS and (1+1)-iEA solving the multi-objective knapsack problem, and proved that using a linear utility function as DM can make iRLS and (1+1)-iEA perform as same as their single-objective counterparts, i.e., RLS and (1+1)-EA (Droste, Jansen, and Wegener 2002), solving the weighted objective sum of knapsack. Though the above two works analyzed (1+1)-iEA and iRLS solving multi-objective problems, the two algorithms are actually the variants of the simple single-objective algorithms RLS and (1+1)-EA, which cannot reflect the common structure of iMOEAs.

In this paper, we make the first attempt towards analyzing the expected running time of practical iMOEAs. We consider R-NSGA-II (Deb and Sundar 2006), which is an interactive variant of the well-known NSGA-II algorithm (Deb et al. 2002), and prefers a solution with a smaller distance to the reference point, instead of selecting from incomparable solutions based on their crowding distance. We prove that the expected running time of R-NSGA-II solving OneMinMax and OneJumpZeroJump is \( O(N n \log n) \) (for any population size \( N \)) and \( O(n^k) \) (for population size \( N \in O(n^{k/2}) \)), respectively, where \( n \) is the problem size, and \( k \) is the parameter of OneJumpZeroJump. Note that OneMinMax and OneJumpZeroJump are two commonly used bi-objective optimization problems in theoretical analyses of MOEAs (Zheng, Liu, and Doerr 2022; Zheng and Doerr 2023; Doerr and Qu 2023a; Bian et al. 2023). Here solving a problem means finding an optimal solution corresponding to the reference point, which is what the DM really wants. We also prove that the expected running time of NSGA-II solving these two problems is \( O(N n \log n) \) and \( O(N n^k) \), respectively, where the population size \( N \) is required to be \( \Omega(n) \). Thus, R-NSGA-II using a constant population size can be asymptotically faster than NSGA-II. The main reason is that R-NSGA-II can always keep the solution closest to the reference point in the population, while NSGA-II requires a large \( N \) to ensure this. These results provide theoretical justification for the effectiveness of iMOEAs, and are also verified by experiments.

Next, we present a variant of OneMinMax, and prove that the expected running time of NSGA-II with \( N \geq 4(n+1) \) is \( O(N n \log n) \), while R-NSGA-II using any polynomial population size requires \( \Omega(n^{n/4}) \) expected running time. Thus, R-NSGA-II can be exponentially slower than NSGA-II. This is because the search direction of R-NSGA-II is guided towards the reference point in the objective space, but the solutions are actually getting far away from the solution corresponding to the reference point in the decision space. This finding may generally hold in complex real-world problems with rugged fitness landscape, e.g., we have verified it by the experiments on the combinatorial problem multi-objective NK-landscape (Aguirre and Tanaka 2007). Thus, our theoretical results suggest that when designing practical iMOEAs, relying solely on DM may be risky, while maintaining some diversity in the population may be helpful.

**Preliminaries**

In this section, we first introduce multi-objective optimization, and then present the procedures of NSGA-II and its interactive variant, R-NSGA-II.
Multi-Objective Optimization

Multi-objective optimization entails the simultaneous optimization of two or more objective functions, as illustrated in Definition 1. In this paper, we focus on maximization, and minimization can be defined similarly. The objectives often exhibit conflicting interests, resulting in the absence of a complete order within the solution space $S$. Consequently, comparing solutions often relies on the domination relationship, as presented in Definition 2. A solution is deemed Pareto optimal if no other solution in $S$ dominates it. The collection of objective vectors of all the Pareto optimal solutions is called the Pareto front. The primary aim of multi-objective optimization is to identify the Pareto front, i.e., find at least one corresponding solution for each objective vector within this front. In this paper, we will study pseudo-Boolean problems, i.e., the solution space $S = \{0, 1\}^n$, where $n$ denotes the problem size.

**Definition 1** (Multi-objective Optimization). Given a feasible solution space $S$ and objective functions $f_1, f_2, \ldots, f_m$, multi-objective optimization can be formulated as

$$\max_{x \in S} \{f_1(x), f_2(x), \ldots, f_m(x)\}.$$

**Definition 2** (Dominance). Let $f = (f_1, f_2, \ldots, f_m) : S \rightarrow \mathbb{R}^m$ be the objective vector. For two solutions $x$ and $y \in S$:

- $x$ weakly dominates $y$ (denoted as $x \succeq y$) if $\forall 1 \leq i \leq m$, $f_i(x) \geq f_i(y)$;
- $x$ dominates $y$ (denoted as $x > y$) if $x \succeq y$ and $f_i(x) > f_i(y)$ for some $i$;
- $x$ and $y$ are incomparable if neither $x \succeq y$ nor $y \succeq x$.

**NSGA-II**

The NSGA-II algorithm (Deb et al. 2002) as presented in Algorithm 1 is a widely-used MOEA known for its incorporation of two substantial features: non-dominated sorting and crowding distance. NSGA-II commences by initializing a population of $N$ random solutions (line 1). In each generation, it applies bit-wise mutation on each solution in the current population $P$ to generate $N$ offspring solutions (lines 4–7). The bit-wise mutation operator flips each bit of an individual’s binary representation independently with a predefined probability, which is $1/n$ in this paper.

After generating $N$ offspring solutions, the next generation’s population is determined by selecting the best $N$ solutions from the current population $P$ and the offspring population $Q$ (lines 8–14). These solutions are partitioned into non-dominated sets, denoted as $F_1$, $F_2$, and so on. $F_1$ contains all the non-dominated solutions in the combined set $P \cup Q$, while $F_i (i \geq 2)$ contains all the non-dominated solutions in the set $(P \cup Q) \setminus \bigcup_{j=1}^{i-1} F_j$. The solutions from sets $F_1$, $F_2$, and so forth, are sequentially added to the next population (lines 10–12) until the population size reaches or exceeds $N$. When the inclusion of a critical set $F_i$ threatens to exceed the population size limit $N$, the crowding distance for each solution in that set is computed. Intuitively, the crowding distance of a solution represents the average distance to its neighbouring solutions in the objective space, and a larger crowding distance implies a larger diversity of the solution. The solutions in the critical set $F_i$ with larger

---

**Algorithm 1**: NSGA-II Algorithm (Deb et al. 2002) (without crossover, with fair selection)

**Input**: objective functions $f_1, f_2, \ldots, f_m$, population size $N$

**Output**: $N$ solutions from $\{0, 1\}^n$

**Process**:

1. $P \leftarrow N$ solutions randomly selected from $\{0, 1\}^n$;
2. while criterion is not met do
3. $Q = \emptyset$;
4. for each solutions $x$ in $P$ do
5. apply bit-wise mutation on $x$ to generate $x'$;
6. add $x'$ into $Q$;
7. end for
8. partition $P \cup Q$ into non-dominated sets $F_1, F_2, \ldots$;
9. let $P = \emptyset$, $i = 1$;
10. while $|P \cup F_i| < N$ do
11. $P = P \cup F_i$, $i = i + 1$
12. end while
13. assign each solution in $F_i$ with a crowding distance;
14. sort the solutions in $F_i$ by crowding distance in descending order, and add the first $N - |P|$ solutions into $P$;
15. end while
16. return $P$

---

**R-NSGA-II**

NSGA-II, as the most widely applied MOEA, has been modified many times for designing its interactive variants, most of which replace the crowding distance with the DM’s preference information, e.g., characterized by a reference point (Deb and Sundar 2006), reference direction combining preference thresholds (Deb and Kumar 2007), or Gaussian functions (Narukawa, Tanigaki, and Ishibuchi 2014). Because most interactive variants of NSGA-II adopt a reference point as the DM, we consider R-NSGA-II (Deb and Sundar 2006), i.e., Reference-point-based NSGA-II, in this paper, which is widely applied in practice.

R-NSGA-II is similar to NSGA-II, except that the solution selection from the critical set $F_i$ depends on the distance to the reference point instead of the traditional crowding distance. A solution having a smaller distance to the reference point is favored. Specifically, “a crowding distance” in line 13 of Algorithm 1 changes to “the distance to the reference point”, and “crowding distance in descending order” in line 14 changes to “the distance to the reference point in ascending order”. Note that the distance to the reference point denotes the Euclidean distance in the objective space.

The selection of reference point depends on the specific problem to be solved, and reflects the DM’s preference. For ease of theoretical analysis, we use an objective vector in the Pareto front as a reference point, following previous theoretical analysis of iMOEAs (Brockhoff et al. 2012; Neumann and Nguyen 2014). As the reference point reflects the DM’s
preference, the stopping criterion of an algorithm is set as finding the reference point, i.e., finding at least one solution whose objective vector equals to the reference point. Such a natural setting can avoid any reliance on subjective human factors and ensure objectivity for theoretical analysis.

R-NSGA-II Can Do Better than NSGA-II
In this section, we analyze the expected running time of NSGA-II and R-NSGA-II for solving two bi-objective problems, i.e., OneMinMax and OneJumpZeroJump. We prove that for these two problems, R-NSGA-II can find the reference point asymptotically faster than NSGA-II.

Analysis on OneMinMax
The OneMinMax problem as presented in Definition 3 aims to find the number of 0-bits and the number of 1-bits of a binary string simultaneously. The Pareto front of OneMinMax is

\[ F^* = \{ (k, n-k) \mid k \in [0..n] \}, \]

and any solution \( x \in \{0,1\}^n \) is Pareto optimal, corresponding to the objective vector \((n-|x|_1, |x|_1)\) in the Pareto front, where \( |\cdot| \) denotes the number of 1-bits of a solution. The size of the Pareto front \(|F^*| = n + 1\). We let the reference point \( f(x) \) be any vector \((k, n-k), k \in [0..n]\), since the selection of the reference point will not change our results.

Definition 3 (OneMinMax (Giel and Lehre 2010)). The OneMinMax problem of size \( n \) is to find \( n \)-bits binary strings which maximize

\[ f(x) = \left( n - \sum_{i=1}^{n} x_i, \sum_{i=1}^{n} x_i \right) \]

where \( x_i \) denotes the \( i \)-th bit of \( x \in \{0,1\}^n \).

We prove in Theorems 1 and 2 that NSGA-II and R-NSGA-II can both find the reference point in \( O(Nn \log n) \) expected number of fitness evaluations. However, NSGA-II requires the population size \( N \) to be at least \( 4(n+1) \), while R-NSGA-II does not have any requirement on the population size. Thus, our results show that if using a constant population size, R-NSGA-II can be at least \( n \) times faster than NSGA-II.

The main proof idea of Theorem 1 is that the population of NSGA-II can continuously expand in the Pareto front, until the reference point is found. Since the proof procedure is similar to that of Theorem 2 in (Zheng, Liu, and Doerr 2022), and the derived upper bound is also the same, we omit the proof of Theorem 1.

Theorem 1. For NSGA-II solving the OneMinMax problem, if using a population size \( N \) of at least \( 4(n+1) \), then the expected number of fitness evaluations for finding the reference point \((k, n-k), k \in [0..n]\), is \( O(Nn \log n) \).

The proof of Theorem 2 is similar to that of Theorem 1. Using the distance to the reference point to replace the crowding distance mechanism will not influence the proof procedure, thus we omit the detailed proof here. However, there is still a major difference in the requirement on the problem size. In the proof of the two theorems, the key point is to keep decreasing the closet distance to the reference point until the reference point is found. The population update mechanism of NSGA-II aims at maintaining solutions with good diversity and dose not particularly prefer solutions closer to the reference point, thus the objective vector closest to the reference point can be maintained in the population only if the population size is sufficiently large, i.e., \( N \geq 4(n+1) \). However, R-NSGA-II adopts preference information, i.e., the distance to the reference point, to sort the solutions after non-dominated sorting, thus the objective vector closest to the reference point can always be maintained regardless of the population size \( N \).

Theorem 2. For R-NSGA-II with any population size \( N \) solving the OneMinMax problem, the expected number of fitness evaluations for finding the reference point \((k, n-k), k \in [0..n]\), is \( O(Nn \log n) \).

Analysis on OneJumpZeroJump
The OneJumpZeroJump problem as presented in Definition 4 is a bi-objective variant of the single-objective problem JUMP\(_{n,k}\) (Droste, Jansen, and Wegener 2002). Its first objective is the same as JUMP\(_{n,k}\), which aims at maximizing the number of 1-bits except a valley around \( 1^n \). This valley necessitates the flipping of precisely \( k \) correct bits to traverse it from the local optimum. The second objective shares isomorphism with the first one, wherein the roles of 0s and 1s are exchanged. The Pareto set is

\[ S^* = \{ x \in \{0,1\}^n \mid |x|_1 \in [k..n-k] \cup \{0,n\} \}, \]

and the Pareto front is

\[ F^* = \{ (i, n+2k-i) \mid i \in [2k..n] \cup \{k,n+k\} \}, \]

whose size is \(|F^*| = n - 2k + 3\). We let the reference point \( f(z) = (n + k, k) \) to see if combining interactive decision making into NSGA-II can speed up the process of traversing the valley and finding the extreme objective vector in the Pareto front. Note that the solution corresponding to the reference point \((n + k, k)\) is the solution with all 1s.

Definition 4 (OneJumpZeroJump (Doerr and Zheng 2021)). The OneJumpZeroJump problem of size \( n \) is to find \( n \)-bits binary strings which maximize

\[
\begin{align*}
  f_1(x) &= \begin{cases} 
  k + |x|_1, & \text{if } |x|_1 \leq n - k \text{ or } x = 1^n, \\
  n - |x|_1, & \text{else};
  \end{cases} \\
  f_2(x) &= \begin{cases} 
  k + |x|_0, & \text{if } |x|_0 \leq n - k \text{ or } x = 0^n, \\
  n - |x|_0, & \text{else};
  \end{cases}
\end{align*}
\]

where \( n \in \mathbb{N} \), \( k \in [2..\sqrt{n}] \), and \( |x|_1 \) and \( |x|_0 \) denote the number of 1-bits and 0-bits of \( x \), respectively.

For the convenience of proof, we refer to the notation in (Doerr and Qu 2022), i.e., the inner part of the Pareto set is denoted as

\[ S^*_I = \{ x \mid |x|_1 \in [k..n-k] \}, \]

and the outer part of the Pareto set is denoted as

\[ S^*_O = \{ x \mid |x|_1 \in \{0,n\} \}; \]
the inner part of the Pareto front is denoted as

\[ F_1^* = \{ (i, n + 2k - i) \mid i \in [2k..n] \}, \]

and the outer part of the Pareto front is denoted as

\[ F_0^* = \{ (i, n + 2k - i) \mid i \in \{ k, n + k \} \}. \]

We prove in Theorems 3 and 4 that NSGA-II using a population size \( N \geq 4|F_1^*| = 4(n - 2k + 3) \) can find the reference point in \( O(Nn^k) \) expected number of fitness evaluations, while R-NSGA-II using any population size \( N \in O(n^{k/2}) \) can find the reference point in \( O(n^k) \) expected number of fitness evaluations. Thus, R-NSGA-II can be \( n \) times faster than NSGA-II.

The main proof idea of Theorem 3 is that the algorithm firstly finds the solution with \((n - k)\) 1-bits, and then the reference point can be found by flipping the remaining \( k \) 0-bits through bit-wise mutation. Since the proof procedure is similar to that of Theorem 6 in (Doerr and Qu 2022) and the derived upper bound is also the same, we omit the proof of Theorem 3.

**Theorem 3.** For NSGA-II solving the OneJumpZeroJump problem, if using a population size \( N \) of at least \( 4(n - 2k - 3) \), then the expected number of fitness evaluations for finding the reference point \((n + k, k)\) is \( O(Nn^k) \).

Compared with finding the whole Pareto front, finding a reference point, i.e., a single objective vector in the Pareto front, can be easier. However, our setting \((n + k, k)\) of the reference point is actually the most difficult one for OneJumpZeroJump, thus the expected running time for finding the reference point is the same as that for finding the whole Pareto front.

The basic proof idea of Theorem 4 is similar to that of Theorem 3. The main difference is that during the optimization procedure, the population of R-NSGA-II will first converge to the objective vector \((n, 2k)\), and then jump to the reference point \((n + k, k)\).

**Theorem 4.** For R-NSGA-II with any population size \( N \in O(n^{k/2}) \) solving the OneJumpZeroJump problem, the expected number of fitness evaluations for finding the reference point \((n + k, k)\) is \( O(n^k) \).

**Proof.** We divide the optimization procedure into three stages, and pessimistically assume that the reference point is not found in stages 1 and 2.

- **Stage 1:** this stage starts after initialization and ends when the solution with \((n - k)\) 1-bits is maintained in the population.
- **Stage 2:** this stage starts after stage 1 and ends when the population is full of the solutions with \((n - k)\) 1-bits.
- **Stage 3:** this stage starts after stage 2 and ends when the reference point is found, i.e., the solution \( 1^n \) is maintained in the population.

**Stage 1.** We first analyze the expected number of generations until finding a solution in \( S_I^* \). To this end, we pessimistically assume that any solution in the initial population has at most \((k - 1)\) 1-bits or at least \((n - k + 1)\) 1-bits. Without loss of generality, we can assume that one solution \( x \) in the population has at most \((k - 1)\) 1-bits. Then, selecting \( x \) and flipping \((k - |x|_1)\) 0-bits can generate a solution in \( S_I^* \). Note that each solution in the population will be selected for mutation in each generation, thus the probability of generating a solution in \( S_I^* \) is at least

\[
\frac{(n - |x|_1)}{n^{k - |x|_1}} \cdot \left(1 - \frac{1}{n}\right)^{n-k+|x|_1} \geq 1 \cdot \frac{\left(n - |x|_1\right)}{n^{k - |x|_1}} \geq \frac{1}{ek^k},
\]

where the last inequality is by the proof of Theorem 1 in (Bian et al. 2023) (i.e., \( \frac{(n - |x|_1)}{n^{k - |x|_1}} \cdot \left(1 - \frac{1}{n}\right)^{n-k+|x|_1} \geq \frac{\left(n - |x|_1\right)}{n^{k - |x|_1}} \geq \frac{1}{ek^k} \)). Since the solution in \( S_I^* \) dominates any non-Pareto optimal solution, and has a smaller distance to the reference point compared with 0\(^n \), the newly generated solution must be maintained in the population. Thus, the expected number of generations for finding a solution in \( S_I^* \) is at most \( ek^k \).

Next, we analyze the expected number of generations until finding a solution with \((n - k)\) 1-bits. By flipping a 0-bit of the solution with the most 1-bits in \( S_I^* \), a solution in \( S_I^* \) with smaller distance to the reference point can be generated, whose probability is at least \( \frac{1}{n} \cdot \left(1 - \frac{1}{n}\right)^{n-1} \geq \frac{1}{ek^k} \). Note that the new solution is the most preferred and thus will be maintained in the population. Repeating the above process at most \( (n - 2k) \) times, the solution with \((n - k)\) 1-bits can be maintained in the population. Thus, the total expected number of generations of stage 1 is at most \( ek^k + (n - 2k) \cdot cn \).

**Stage 2.** Note that any non-Pareto optimal solution must be dominated by the solution with \((n - k)\) 1-bits, and any Pareto optimal solution (except 1\(^n\)) has smaller \( f_1 \) value and larger \( f_2 \) value than the solution with \((n - k)\) 1-bits, thus the solution with \((n - k)\) 1-bits is the most preferred. After a solution with \((n - k)\) 1-bits is found in stage 1, it can consecutively copy itself by flipping none of the bits, and occupy the whole population. The probability of the copying event is at least \( (1 - \frac{1}{n})^n \geq (1 - \frac{1}{n}) \cdot \frac{n}{n} \geq \frac{1}{en} \). As the duplication procedure needs to repeat at most \( N \) times, the expected number of generations of stage 2 is at most \( 6N \).

**Stage 3.** For a solution \( x \) with \(|x|_1 = n - k \), flipping the \( k \) 0-bits can generate the reference point, whose probability is \( \left(\frac{1}{en}\right)^k \cdot \left(1 - \frac{1}{en}\right)^{n-k} \geq \frac{1}{en^k} \). Since all the \( N \) solutions in the population have \((n - k)\) 1-bits, the probability of generating the reference point in each generation is at least \( 1 - \frac{1}{en^k} \)^\(N \). Thus, the expected number of generations is at most

\[
1 \leq \frac{1}{1 - (1 - \frac{1}{en^k})^N} \leq \frac{1}{1 - 1 + N \frac{1}{en^k} - \frac{N(N-1)}{2} \left(\frac{1}{en^k}\right)^2} = O(n^k/N),
\]

where the equality holds by \( N = o(n^k) \).

Combining the three stages, the expected number of generations for finding the reference point is \( O(k^k + n^k + N + n^k/N) = O(n^k/N) \), where the equality is by \( N = O(n^{k/2}) \). Note that NSGA-II generates \( N \) solutions in each generation, thus the expected number of fitness evaluations is \( O(n^k) \).
NSGA-II requires \( N \geq 4(n - 2k + 3) \) to ensure that every objective vector in the Pareto front obtained by the algorithm will not be lost in the future. However, R-NSGA-II can drive the whole population to converge towards the reference point and thus increase the probability of jumping across the valley.

The above comparison on OneMinMax and OneJumpZeroJump discloses two advantages of R-NSGA-II. First, due to the preference to the reference point, it can automatically maintain the solution closest to the reference point in the objective space, without requirement on the population size \( N \). Second, it can drive the whole population to converge towards the reference point, bringing acceleration. For example, on OneJumpZeroJump, all solutions in the population will keep approaching the reference point, which can significantly increase the probability of leaping to the optima.

Can R-NSGA-II Always Work?

In the previous section, we have shown the advantage of R-NSGA-II theoretically, which echoes what people said, i.e., combining decision making into MOEAs can accelerate finding the DM’s favorite solution. However, we will show that R-NSGA-II may fail sometimes. For this purpose, we consider a variant of OneMinMax, called OneMinMax* as presented in Definition 5. OneMinMax* is the same as OneMinMax, except that the objective vector of the solution \( 0^n \) is set to \((−n, 2n)\). The Pareto front of OneMinMax* is

\[
F^* = \{(k, n - k) \mid k \in [0, n - 1]\} \cup \{(-n, 2n)\},
\]

and any solution is still Pareto optimal. We set the reference point to be \( f(z) = (-n, 2n) \), i.e., \( z = 0^n \).

**Definition 5 (OneMinMax*).** The OneMinMax* problem of size \( n \) is to find \( n \)-bits binary strings which maximize

\[
f(x) = \left\{ \begin{array}{ll}
\left( \sum_{i=1}^{n} 1 - x_i \right), & \text{if } x \in \{0, 1\}^n \setminus \{0^n\}, \\
(-n, 2n), & \text{if } x = 0^n.
\end{array} \right.
\]

We prove in Theorems 5 and 6 that NSGA-II with \( N \geq 4(n + 1) \) can find the reference point in \( O(Nn \log n) \) expected number of fitness evaluations, while R-NSGA-II using any polynomial population size requires \( \Omega(n^{n/4}) \) expected number of fitness evaluations. Thus, R-NSGA-II can be exponentially slower than NSGA-II. We omit the proof of Theorem 5 because its procedure is the same as that of Theorem 1, i.e., NSGA-II can find any reference point by continuously expanding in the Pareto front.

**Theorem 5.** For NSGA-II solving the OneMinMax* problem, if using a population size \( N \) of at least \( 4(n + 1) \), then the expected number of fitness evaluations for finding the reference point \((-n, 2n)\) is \( O(Nn \log n) \).

R-NSGA-II drives the whole population to converge towards the reference point in the objective space. However, on the OneMinMax* problem, a solution closer to the reference point \((-n, 2n)\) in the objective space will be farther from the corresponding solution \(0^n\) in the decision space. This leads to the inefficiency of R-NSGA-II, which is also the main proof idea of Theorem 6.

**Theorem 6.** For R-NSGA-II with any polynomial population size \( N \) solving the OneMinMax* problem, the expected number of fitness evaluations for finding the reference point \((-n, 2n)\) is \( \Omega(n^{n/4}) \).

**Proof.** By Chernoff bound, an initial solution randomly selected from \( \{0, 1\}^n \) has at least \( n/4 \) 1-bits with probability \( 1 - e^{-\Omega(n)} \). Thus, the probability that any individual in the initial population has at least \( n/4 \) 1-bits is at least

\[
(1 - e^{-\Omega(n)})^N \geq 1 - Ne^{-\Omega(n)} = 1 - o(1),
\]

where the equality holds because \( N \) is a polynomial of \( n \).

Now, we assume that the above event happens, i.e., any solution in the initial population has at least \( n/4 \) 1-bits. Note that any solution in the solution space is Pareto optimal, thus it will belong to \( F_1 \) after non-dominated sorting. Meanwhile, since the reference point is \((-n, 2n)\), the solution with smaller \( f_1 \) and larger \( f_2 \) is preferred. Thus, during the optimization procedure, the solution with more 1-bits must be preferred, implying that the population can maintain only solutions with at least \( n/4 \) 1-bits. To find the reference point, i.e., the solution \( 0^n \), the 1-bits of a parent solution must be flipped simultaneously. As each solution has at least \( n/4 \) 1-bits, the probability is at most \( 1/n^{n/4} \). Thus, in each generation, the probability of finding \( 0^n \) is at most

\[
1 - (1 - 1/n^{n/4})^N \leq N/n^{n/4},
\]

where the inequality is by Bernoulli’s inequality.

Combining the above analyses, the expected number of fitness evaluations for finding the reference point is at least

\[
(1 - o(1)) \cdot (n^{n/4}/N) \cdot N = \Omega(n^{n/4}),
\]

where the factor \( N \) corresponds to \( N \) fitness evaluations in each generation. \( \Box \)

**Experiments**

In the previous sections, we have proved that combining interactive decision making into NSGA-II can bring acceleration for solving the OneMinMax and OneJumpZeroJump problems, while leading to significant deceleration for solving OneMinMax*. In this section, we first conduct experiments to verify these theoretical results, and then show that the finding from the analysis of OneMinMax* also holds on the combinatorial problem multi-objective NK-landscape (Aguirre and Tanaka 2007). The data and code are provided in the supplementary material.

For each problem OneMinMax, OneJumpZeroJump or OneMinMax*, we compare the number of fitness evaluations of NSGA-II and R-NSGA-II until finding the reference point, which is set to \((0, n), (n + k, k)\) and \((-n, 2n)\), respectively, consistent with our theoretical analysis. The first two reference points correspond to the solution with all 1s, and the last one corresponds to the solution with all 0s. We set the problem size \( n \) from 10 to 50, with a step of 10. For each problem size \( n \) and each algorithm, we conduct 1000 independent runs, and record the average and standard deviation of the number of fitness evaluations required to find the reference point.
For the OneMinMax problem, we set the population size $N$ of NSGA-II and R-NSGA-II to $4(n + 1)$ and 1, respectively, as suggested by Theorems 1 and 2. Figure 1(a) shows that R-NSGA-II with $N = 1$ can achieve a clear acceleration compared with NSGA-II. We also test the performance of R-NSGA-II with the population size $N = 4(n + 1)$ to see whether the acceleration is only brought by the decrease of the population size. We can observe that even using the same population size, R-NSGA-II is still faster.

For the OneJumpZeroJump problem, the parameter $k$ is set to 2. The population size $N$ of NSGA-II and R-NSGA-II is set to $4(n - 2k + 3)$ and 1, respectively, according to Theorems 3 and 4. We can see from Figure 1(b) that R-NSGA-II with $N = 1$ needs much less fitness evaluations than NSGA-II with $4(n - 2k + 3)$, to find the reference point. Moreover, by increasing the population size $N$ to $4(n - 2k + 3)$, the average time of R-NSGA-II only increases slightly, which is consistent with Theorem 4 that the expected running time of R-NSGA-II does not depend on $N$.

For the OneMinMax* problem, we set the population size $N$ of NSGA-II to $4(n + 1)$ as suggested by Theorem 5, and use the same $N$ for R-NSGA-II for fairness. As we find that it’s very time-consuming for R-NSGA-II to find the reference point, we set a maximum number of fitness evaluations, i.e., $10^8$. Figure 1(c) shows that NSGA-II is clearly better, and R-NSGA-II almost reaches the maximum time limit, which is consistent with Theorem 6 that R-NSGA-II requires at least exponential time to find the reference front.

From the proof of Theorem 6, we find that for the OneMinMax* problem, a solution closer to the reference point in the objective space is farther from it in the decision space, leading to the inefficiency of R-NSGA-II. Such characteristic may hold in complex real-world problems, where R-NSGA-II can be inefficient. To validate this finding, we compare R-NSGA-II with NSGA-II on the bi-objective NK-Landscape problem, where the problem size $n$ is set from 5 to 25, with a step of 5. For each $n$, we choose a set of randomly initialized parameters, i.e., fitness contribution $c_{ij}$ and loci $k_{ij}$, to generate the problem, following (Li, Han, and Chu 2023). The parameter $K$ is set to 3, and the population size $N$ of NSGA-II and R-NSGA-II is both set to 100 for fairness. We acquire the Pareto front by exhaustive enumeration over the whole solution space $\{0, 1\}^n$, and then randomly choose one from the Pareto front as the reference point, which is $[0.821, 0.483], [0.643, 0.647], [0.770, 0.481], [0.741, 0.521]$ and $[0.760, 0.541]$ for the problem size $n \in \{5, 10, \ldots, 25\}$, respectively. For R-NSGA-II, we set a maximum number of fitness evaluations, i.e., $10^8$. Figure 1(d) shows that R-NSGA-II is much worse than NSGA-II.

**Conclusion and Discussion**

In this paper, we make a first step towards theoretically analyzing the expected running time of practical iMOEA. We consider the interactive variant, R-NSGA-II, of the popular NSGA-II. We prove that R-NSGA-II can be asymptotically faster than NSGA-II for solving the OneMinMax and OneJumpZeroJump problems, providing theoretical justification for iMOEA. Furthermore, we find that the integration of interactive decision-making within MOEAs does not always expedite convergence by proving that R-NSGA-II can be exponentially slower than NSGA-II for solving a variant of the OneMinMax problem. Though being proved in a special case, this finding may hold more generally, especially on complex real-world problems with rugged fitness landscape. We have empirically verified it on the popular practical problem NK-landscape. This finding suggests the importance of striking a balance between interactive decision-making and diversity preservation within the population, which might be helpful for designing efficient iMOEAs in practice.

Building upon the insights gained from our theoretical and empirical results, there are several avenues for future research. In this work, we mainly focus on scenarios where R-NSGA-II exhibits significant advantages or disadvantages compared to NSGA-II, while it would be interesting to identify the situations where R-NSGA-II and NSGA-II show similar performance. We believe such benchmark can be created by decreasing the gap in the decision space between the reference point and the point closest to it in the objective space, e.g., set the reference point with objective vector $(-n, 2n)$ in OneMinMax* to the solution closer to $1^n$ in the decision space. That is, if setting the objective vector of a solution with $k$ 1-bits to $(-n, 2n)$, then R-NSGA-II will perform better with larger $k$. Moreover, considering NSGA-II’s inefficiency in many-objective optimization (Zheng and Derr 2023), analysis of R-NSGA-II’s performance in many-objective optimization would be a meaningful direction.
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