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Abstract
Causal effect estimation from observational data is a fundamental task in empirical sciences. It becomes particularly challenging when unobserved confounders are involved in a system. This paper focuses on front-door adjustment – a classic technique which, using observed mediators allows to identify causal effects even in the presence of unobserved confounding. While the statistical properties of the front-door estimation are quite well understood, its algorithmic aspects remained unexplored for a long time. In 2022, Jeong, Tian, and Bareinboim presented the first polynomial-time algorithm for finding sets satisfying the front-door criterion in a given directed acyclic graph (DAG), with an $O(n^3(n+m))$ run time, where $n$ denotes the number of variables and $m$ the number of edges of the causal graph. In our work, we give the first linear-time, i.e., $O(n + m)$, algorithm for this task, which thus reaches the asymptotically optimal time complexity. This result implies an $O(n(n + m))$ delay enumeration algorithm of all front-door adjustment sets, again improving previous work by a factor of $n^3$. Moreover, we provide the first linear-time algorithm for finding a minimal front-door adjustment set. We offer implementations of our algorithms in multiple programming languages to facilitate practical usage and empirically validate their feasibility, even for large graphs.

1 Introduction
Discovering and understanding causal relationships and distinguishing them from purely statistical associations is a fundamental objective of empirical sciences. For example, recognizing the causes of diseases and other health problems is a central task in medical research enabling novel disease prevention and treatment strategies. One possible approach for establishing causal relationships and analyzing causal effects is through Randomized Controlled Trials (Fisher 1936), which are considered the gold standard of experimentation. In practice, however, experimentation is not always possible due to costs, technical feasibility, or ethical constraints – e.g., participants of medical studies should not be assigned to smoke over extended periods of time to ascertain its harmfulness.

The goal of causal inference is to determine cause-effect relationships by combining observed and interventional data with existing knowledge. In this paper, we focus on the problem of deciding when causal effects can be identified from a graphical model and observed data and, if possible, how to estimate the strength of the effect. The model is typically represented as a directed acyclic graph (DAG), whose edges encode direct causal influences between the random variables of interest. To analyze the causal effects in such models, Pearl (1995, 2009) introduced the do-operator which performs a hypothetical intervention forcing exposure (treatment) variables $X$ to take some values $x$. This allows to regard the (total) causal effect of $X$ on outcome variables $Y$, denoted as $P(y|do(x))$, as the probability distribution of variables $Y$ after the intervention.\footnote{Following convention, for a random variable $X$, we use $P(x)$ as a shorthand for $P(X = x)$. By bold capital letters $\mathbf{X}$, $\mathbf{Y}$, etc., we denote sets of variables, and the corresponding sets of values are denoted by bold lowercase letters $x$, $y$, etc.} The fundamental task in causal inference is to decide whether $P(y|do(x))$ can be expressed using only standard (i.e., do-operator free) probabilities and it becomes challenging when unobserved confounders (variables affecting both the treatment and outcome) are involved in a system. A variable is considered unobserved if it cannot be measured by the researcher. Fig. 1 shows DAGs of some models with unobserved confounders.

It is well known that the IDC algorithm by Shpitser and Pearl (2006a), based on the prominent do-calculus (Pearl 1995), allows solving the identifiability problem in a sound and complete way (Huang and Valtorta 2006; Shpitser and Pearl 2006b). As such, researchers could potentially apply IDC to decide identifiability. However, two drawbacks affect the widespread use of the algorithm: Firstly it runs in polynomial time of high degree which precludes computations for graphs involving a reasonable amount of variables. Secondly, the IDC algorithm computes complex expressions, even in case of small DAGs for which a simple formula exists (for details, see, e.g., (van der Zander, Liśkiewicz, and Textor 2019)). Hence, in practice, total causal effects are estimated using other methods.

One of the most popular approaches is to utilize covariate adjustment of the form $P(y|do(x)) = \sum_z P(y|x,z)P(z)$, which is valid if $Z$ satisfies the famous back-door (BD) criterion (Pearl 1995). Apart from convenient statistical properties, the BD based methods rely on efficient, sound, and complete algorithms for covariate adjustments in DAGs. In particular, utilizing the generalized BD criterion by Shpitser, VanderWeele, and Robins (2010), the algorithmic framework
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Figure 1: Causal graphs, where $X$ is the treatment, $Y$ the outcome, and $U$ represents an unobserved confounder. Graph (i) is a canonical example, with the (unique) set $\{Z\}$ satisfying the front-door (FD) criterion relative to $(X, Y)$. For graph (ii), there exist 13 FD sets; Both the algorithm of Jeong, Tian, and Bareinboim (2022) always returns the maximum size FD set $Z$, which is often unpractical as it hinders the estimation of FD adjustment formula (1), which sums over all possible values $z$. Example (ii) in Fig. 1 illustrates this issue: while $\{A, B, C, D\}$ is a valid FD adjustment, it is not minimal since its proper subset, e.g., $\{A\}$, satisfies the FD criterion, as well. In this work, we address this issue of finding a minimal FD set. A feature, which may make the problem difficult to solve, is the non-monotonicity of the FD criterion, illustrated in Fig. 1.(iii).

The main contributions of this work are threefold:

- We present the first linear-time, that is $O(n^2 \log n)$ run-time algorithm, for finding an FD adjustment set. This run time is asymptotically optimal, as the size of the input is $\Omega(n^2)$. For enumeration of FD adjustment sets, we provide an $O(n(n+m))$-delay algorithm.
- We give the first linear-time algorithm for finding a minimal FD set.

Thus, our results show that, in terms of computational complexity, the problems of finding and enumerating FD sets are not harder than for the well-studied covariate adjustment and indeed, our algorithms match the run time of the methods used in this setting. In addition, our work offers implementations of the new algorithms in multiple programming languages to facilitate practical usage and we empirically validate their feasibility, even for large graphs.

### 2 Preliminaries

A directed graph $G = (V, E)$ consists of a set of vertices (or variables) $V$ and a set of directed edges $E \subseteq V \times V$. In case of a directed edge $A \rightarrow B$, vertex $A$ is called a parent of $B$ and $B$ is a child of $A$. In case there is a causal path $A \rightarrow \cdots \rightarrow B$, then $A$ is called an ancestor of $B$ and $B$ is a descendant of $A$. Vertices are descendants and ancestors of themselves, but not parents/children. The sets of parents, children, ancestors, and descendants of a vertex $V$ are denoted by $Pa(V)$, $Ch(V)$, $An(V)$, and $De(V)$, and they generalize to sets $V$ in the natural way. We consider only acyclic graphs (DAGs), i.e., if $B \in De(A)$, then there is no edge $B \rightarrow A$. We denote by $G_{De}$ the graph obtained by removing from $G$ all edges $\rightarrow S$ for every $S \in S$, and by $G_S$, the graph obtained by removing $\leftarrow S$ for every $S \in S$.

The statement $(A \perp B \mid C)_G$ in a DAG $G$ holds for pairwise disjoint sets of vertices $A, B, C \subset V$ if $A$ and $B$ are independent given $C$ in $G_{De}$.
are \( d \)-separated in \( G \) given \( C \) – that is, if there is no open path from some vertex \( A \in A \) to a vertex \( B \in B \) given \( C \). A path is a sequence of adjacent, pairwise different vertices and it is open if, for any collider \( Y \) on the path (that is \( X \rightarrow Y \leftarrow Z \)), we have \( \operatorname{De}(Y) \cap C \neq \emptyset \), and, for any non-collider \( Y \), we have \( Y \not\in C \). In this work, we sometimes consider ways instead of paths. A way may contain a vertex up to two times and is open given \( C \) if, for any collider \( Y \), we have \( Y \in C \) and, for any non-collider \( Y \), we have \( Y \not\in C \). In case there is an open way between two sets of vertices, there is also an open path and vice versa (see Appendix A for details).

Hence, ways can be used to determine \( d \)-separation and they make up the traversal sequence of the well-known Bayes-Ball algorithm (Shachter 1998) for testing \( d \)-separating in linear time. A path (or way) from \( A \) to \( B \) is called a back-door (BD) path (or way) if it starts with the edge \( A \leftarrow \) For a set of vertices \( A \), we often speak of proper back-door (BD) paths (or ways), which are such that the path \( A \leftarrow \ldots B \) for \( A \in A \) and \( B \in B \) does not contain any other vertex in \( A \).

Let \( G = (V, E) \) be a DAG and let \( I, R, C \), with \( I \subseteq R \subseteq C \), be subsets of vertices. Given pairwise disjoint \( X, Y, Z \in V \), set \( Z \), with the constraint \( I \subseteq Z \subseteq R \), satisfies the front-door criterion relative to \( (X, Y) \) in \( G \) if (Pearl 1995):

**FD(1).** The set \( Z \) intercepts all directed paths from \( X \) to \( Y \), i.e., \( (Z \perp \! \! \! \perp X)_{G_{X}} \).

**FD(2).** There is no unblocked proper BD path from \( X \) to \( Z \), i.e., \( (Z \perp \! \! \! \perp X)_{G_{X}} \).

**FD(3).** All proper BD paths from \( Z \) to \( Y \) are blocked by \( X \), i.e., \( (Z \perp \! \! \! \perp Y \mid X)_{G_{X}} \).

The set \( I \) consists of variables that must be included in the FD set, the set of variables \( R \) consists of the ones that can be used. We consider graphs consisting only of directed edges. Bidirected edges \( A \leftrightarrow B \) are frequently used to represent confounding and can be replaced by \( A \leftarrow U \rightarrow B \), where \( U \) is a new variable, which is not in \( R \), in order to make use of the algorithms presented here.

The following algorithmic idea for finding a set \( Z \) satisfying the FD criterion relative to \( (X, Y) \) (if such a set exists) was recently given by Jeong, Tian, and Bareinboim (2022):

(i) Let \( Z_{(i)} \subseteq R \) be the set of all variables \( Z \in R \), which satisfy \( (Z \perp \! \! \! \perp X)_{G_{X}} \).

(ii) Let \( Z_{(ii)} \subseteq Z_{(i)} \) be the set of all \( Z \in Z_{(i)} \), for which \( \exists S \subseteq Z_{(i)} \) s.t. \( \{\{Z\} \cup S \perp \! \! \! \perp Y \mid X\}_{G_{(Z_{(i)} \cup S)}} \).

(iii) If \( I \subseteq Z_{(ii)} \) and \( Z_{(ii)} \) intercepts all causal paths from \( X \) to \( Y \), then output \( Z_{(ii)} \), else output \( \perp \).

This algorithm is correct because all vertices not in \( Z_{(ii)} \) cannot be in any set satisfying the FD criterion, as they are not in \( R \) or would violate FD(2) and/or FD(3). It follows from this maximality of \( Z_{(ii)} \) that if \( I \) is not a subset of \( Z_{(ii)} \) or if \( Z_{(ii)} \) does not satisfy FD(1), then no set does (if some set \( Z \) satisfies FD(1), then any superset does as well). Jeong, Tian, and Bareinboim (2022) showed that step (i) can be performed in time \( O(n(n + m)) \), step (ii) in time \( O(n^{3}(n + m)) \) and step (iii) in time \( O(n + m) \).

**3 A Linear-Time Algorithm for Finding Front-Door Adjustment Sets**

In this section, we show how step (i) and (ii) can be performed in time \( O(n + m) \), which leads to the first linear-time algorithm for finding front-door adjustment sets. For (i), the Bayes-Ball algorithm (Shachter 1998) can be used. It computes all variables \( d \)-connected to a given set of variables in time \( O(n + m) \). As the Bayes-Ball algorithm forms the basis for many parts of this work, we provide a brief introduction in Appendix A.

**Lemma 1.** It is possible to find \( Z_{(i)} \subseteq R \), i.e., all vertices \( Z \) in \( R \) with \( (Z \perp \! \! \! \perp X)_{G_{X}} \), in time \( O(n + m) \).

**Proof.** Start Bayes-Ball (Shachter 1998) (Algorithm 5 in Appendix A) at \( X \) in the DAG \( G_{X} \). Precisely the vertices \( N \) not reached by the algorithm satisfy \( (Z \perp \! \! \! \perp X)_{G_{X}} \). Hence, \( Z_{(i)} = N \cap R \). \( \square \)

We exemplify the algorithms in this section with the running example in Fig. 2. Here, the goal is to find an FD set relative to \( X \) and \( Y \). The variables \( U_{1} \) to \( U_{4} \) are unobserved, hence \( R = \{A, B, C, D\} \). Moreover, we have \( I = \emptyset \). In the graph, vertex \( C \) is reachable via the BD path \( X \leftarrow U_{2} \rightarrow C \) from \( X \), whereas the remaining vertices in \( R \), \( A, B \) and \( D \), are not reachable by such a path. Hence, \( Z_{(i)} = \{A, B, D\} \).

It remains to show how to execute step (ii), i.e., to compute \( Z_{(ii)} \), in time \( O(n + m) \). Thus, it is our task, given a set \( Z_{(i)} \subseteq R \) disjoint with \( X \) and \( Y \), which contains all vertices satisfying (i), to decide for every \( Z \in Z_{(i)} \) whether there exists a set \( S \subseteq Z_{(i)} \) with \( (\{Z\} \cup S \perp \! \! \! \perp Y \mid X)_{G_{(Z_{(i)} \cup S)}} \).

First, we define the notion of a forbidden vertex \( v \).

**Definition 1.** A vertex \( V \) is forbidden if it is not in \( Z_{(ii)} \). Hence, by definition this is the case if (a) \( V \notin Z_{(i)} \) or (b) there exists no \( S \subseteq Z_{(i)} \) for \( V \) such that \( (\{V\} \cup S \perp \! \! \! \perp Y \mid X)_{G_{(V \cup S)}} \).

Our goal will be to find all forbidden vertices. The remaining vertices then make up the sought after set \( Z_{(ii)} \). We utilize the following key lemma.

**Lemma 2.** Let \( G \) be a DAG and \( X, Y \) disjoint sets of vertices. Vertex \( V \) is forbidden if, and only if,

(A) \( V \notin Z_{(i)} \),

(B) \( V \leftarrow Y \), or

(C) there exists an open BD way \( \pi \) (consisting of at least three variables) from \( V \) to \( Y \) given \( X \), and all its nonterminal vertices are forbidden.
Proof. We show two directions. First, if $V \in Z_{(i)}$, there is no edge $V \leftarrow Y$ and there exists no open BD way with only forbidden vertices from $V$ to $Y$, given $X$, then there exists a set $S \subseteq Z_{(i)}$, for which $\{V\} \cup S \perp Y \mid X \}_{G_{(W = \emptyset)}}$ holds. It can be constructed by choosing, for every open way from $V$ to $Y$, a non-forbidden vertex $W$ and its set $S_W$ (which fulfills $\{W\} \cup S_W \perp Y \mid X \}_{G_{(W = \emptyset)}}$) and taking the union $\cup_W \{W\} \cup S_W = S$. In particular, by taking $W$ into $S$, we close the open way it is on as $W$ is a non-collider (it is not in $X$ as it is non-forbidden by definition) and hence the way is cut, due to the removal of outgoing edges from $W$. By adding all vertices in $S_W$, it holds that $W$ and the vertices in $S_W$ have no open BD way to $Y$ given $X$. For this, note that if $\{W\} \cup S_W \perp Y \mid X \}_{G_{(W = \emptyset)}}$ is true, then we also have for every set $S' \supseteq \{W\} \cup S_W$ that $\{W\} \cup S_W \perp Y \mid X \}_{G_{(W = \emptyset)}}$ holds. Hence, taking the union $\cup_W \{W\} \cup S_W$ will not open any previously closed ways.

Second, if $V$ is not in $Z_{(i)}$, then $V$ is forbidden by Definition 1 (part ($a$)) and if there exists an open BD way $\pi$ with only forbidden vertices, a set $S$ satisfying ($b$) can never be found (the way could only be closed by adding one of its vertices to $S$, but all of them are forbidden). \qed

Algorithm 1: Finding the set $Z_{(ii)}$ in time $O(n+m)$.

```plaintext
input : Dag $G = (V, E)$ and sets $X, Y, Z_{(i)} \subseteq V$.
output : Set $Z_{(ii)}$.
1 Initialize visited[$V$, inc], visited[$V$, out] and
2 forbidden[$V$] := true for all $V \in V$.
3 function visit($G, V$).
4 visited[$V$, edgetype] := true
5 forbidden[$V$] := true
6 if $V \notin X$ then
7   foreach $W \in Ch(V)$ do
8     if not visited[$W$, inc] then
9       visit($G, W$).
10     if edgetype == out then
11       foreach $W \in Pa(V)$ do
12         if not visited[$W$, out] then
13           if forbidden[$W$] then
14             visit($G, W$, out)
15           else
16             continuater[$W$] := true
17         end
18       end
19     end
20   end
21 if continuater[$V$] and not visited[$V$, out] then visit($G, V$, out)
22 end
23 foreach $Y \in X$ do
24   if not visited[$Y$, out] then visit($G, Y$, out)
25 end
26 return $V \setminus \{V \mid forbidden[V] = true\}$
```

In Fig. 2, $X, Y, C$ are forbidden as they are not in $Z_{(i)}$ (condition (A) of Lemma 2). Moreover, vertex $B$ is forbidden, as there is a BD way from it via forbidden vertex $U_1$ to $Y$ (condition (C) of Lemma 2). In contrast, $A$ and $D$ are not forbidden and it follows that $Z_{(ii)} = \{A, D\}$

Lemma 2 suggests an algorithmic approach for finding all forbidden vertices in linear time (a formal description is given in Algorithm 1). First, we mark all vertices $V \notin Z_{(i)}$ as forbidden (line 2). We then start a graph search, similar to Bayes-Ball, at $Y$ visiting only forbidden vertices. Each vertex is visited at most twice, once through an incoming and once through an outgoing edge. For this, when handling a vertex $V$, we iterate over those of its neighbors, which could extend the path over forbidden vertices with which $V$ was reached. As in Bayes-Ball, this depends on the direction of the edges (collider/non-collider) and membership in $X$. If a neighbor $W \notin X$ is a child of $V$, we visit it and it is consequently marked forbidden (line 8), as we either have ($B$) that $W \leftarrow Y$ (if $V \in Y$) or ($C$) an open BD way from $V$ over $W$ to $Y$ via forbidden vertices. If $W \notin X$ is a parent of $V$ and already marked forbidden (line 13), we visit it (if it has not already been visited through an outgoing edge $W \rightarrow$). If it is not marked forbidden (line 16), we record in continuater[$W$] that it is connected to $Y$ via a non-BD way over forbidden vertices. However, we do not visit it directly, as our search only visits forbidden vertices. If it later becomes forbidden, we continue the search at that point (line 21). Note that we do not need to consider the case $W \in X$, as is shown in the proof of Theorem 1.

Theorem 1. Given a DAG and sets $X, Y, Z_{(i)}$, Algorithm 1 computes the set $Z_{(ii)}$ in time $O(n+m)$.

For the graph in Fig. 2, first the vertices not in $Z_{(i)}$, i.e., $X, Y, U_1, U_4, C$, are marked forbidden. The graph search starts at $Y$ and visits $U_3$ and $U_4$ as they are parents of $Y$ and already marked forbidden. Vertex $B$ is visited as child of $U_3$ and thus marked forbidden as well. In contrast, $D$, as parent of $U_3$ is not visited and hence not marked forbidden (it is merely marked in continuater). This corresponds to the fact that there is no set $S$ for which $\{B\} \cup S \perp \{Y\} \mid \{X\}_{G(U_3)}$ holds, whereas $\{D\} \perp \{Y\} \mid \{X\}_{G(D)}$ is true (i.e., $S = \emptyset$) contradicts condition ($b$) in Definition 1). The search then halts and $A$ and $D$ remain as non-forbidden vertices, which hence make up $Z_{(ii)}$.

As the remaining step of testing whether $Z_{(ii)}$ fulfills condition FD(1) can be performed in linear-time as well (Jeong, Tian, and Bareinboim 2022), overall linear-time follows. The full algorithm for obtaining an FD set $Z$ is given in Algorithm 2.

Theorem 2. Given a DAG and sets $X$ and $Y$, Algorithm 2 finds an FD set $Z$ relative to $(X, Y)$ with $I \subseteq Z \subseteq R$, or decides that such a set does not exist, in time $O(n+m)$.

Proof. According to Lemma 1 and Theorem 1, the algorithm correctly computes $Z_{(i)}$ and $Z_{(ii)}$. The algorithm verifies the conditions that $I \subseteq Z_{(i)}$ and, by following directed edges, we defer some proofs to the appendix. Theorem 1 is proved in Appendix B.
Algorithm 2: Finding an FD set $Z$ relative to $(X, Y)$ in time $O(n + m)$.

**input**: A DAG $G = (V, E)$ and sets $X, Y$, $I \subseteq R \subseteq V$.

**output**: Set $Z$ with $I \subseteq Z \subseteq R$ or $\perp$.

1. Start the Bayes-Ball (Shachter 1998) algorithm at $X$ in $G_X$. Let $N$ be the non-visited vertices.
2. Compute $Z_{(i)} := N \cap R$ and $Z_{(ii)}$ by Algorithm 1.
3. Start a depth-first search (DFS) at $X$ following only directed edges, which stops at vertices in $Z_{(ii)} \cup \perp$. Let $W$ be the set of visited vertices.
4. if $I \subseteq Z_{(ii)}$ and $W \cap Y = \emptyset$ then
   5. return $Z_{(ii)}$
   6. else
   7. return $\perp$
8. end

that $Z_{(ii)}$ intercepts all causal paths from $X$ to $Y$. As Jeong, Tian, and Bareinboim (2022) have shown, this makes $Z_{(ii)}$ an FD set.

Revisiting Fig. 2, the set $Z_{(ii)} = \{A, D\}$ indeed blocks all causal paths between $X$ and $Y$ and is hence a valid FD set. This can be checked by starting a DFS at $X$, which follows the edge $X \rightarrow A$ and does not continue from there as $A \in Z_{(ii)}$. As $X$ has no other children, the search terminates. It follows from Theorem 2, that given a DAG and sets $X$, $Y$, and $Z$, one can verify in linear-time whether the set $Z$ is an FD set relative to $(X, Y)$ by setting $I = R = Z$ and calling Algorithm 2 as it finds $Z$ if and only if $Z$ is an FD set.

Moreover, with standard techniques developed by van der Zander, Liśkiewicz, and Textor (2014) and applied by Jeong, Tian, and Bareinboim (2022) to the FD criterion, it is possible to enumerate all FD sets with delay $O(n \cdot \text{find}(n, m))$, where $\text{find}(n, m)$ is the time it takes to find an FD set in a graph with $n$ vertices and $m$ edges. Hence, with the linear-time Algorithm 2 for finding FD sets presented in this work, an $O(n(n + m))$ delay enumeration algorithm follows directly. This improves the previous best run time of $O(n^3(n + m))$ by Jeong, Tian, and Bareinboim (2022) by a factor of $n^3$.

**Corollary 1.** There exists an algorithm for enumerating all front-door adjustment sets in a DAG $G = (V, E)$ with delay $O(n(n + m))$.

A linear-time delay enumeration algorithm appears to be out-of-reach because even for the simpler tasks of enumerating $d$-separators and back-door adjustment sets, the best known delay is again $O(n(n + m))$ (van der Zander, Liśkiewicz, and Textor 2014).

## 4 Finding Minimal Front-Door Adjustment Sets

The method in the previous section guarantees us to find an FD set (if it exists) in linear-time. The set it will return, however, is the maximum size FD set, as the least amount of variables are pruned from $R$ in order to satisfy condition FD(2) and FD(3). From a practical point-of-view using this set for FD adjustment appears artificial and impedes the evaluation of the FD formula. In this section, we discuss the problem of finding FD adjustment sets of small size. More precisely we aim to find minimal FD sets, that is, sets for which no proper subset satisfies the FD criterion. We remark that minimal FD sets are not necessarily of minimum size. E.g., in graph (ii) in Fig. 1 the FD set $\{B, C\}$ is minimal, but $\{A\}$ is also an FD set and has smaller size. It is an open problem to efficiently compute minimum size FD sets.

The obvious algorithm for finding a minimal FD set is to find a non-minimal set and remove vertices one-by-one until no more vertices can be removed. This trivial approach has been successfully used to find minimal back-door adjustment sets in polynomial time (van der Zander, Liśkiewicz, and Textor 2019), but it is not applicable to FD sets. Figure 1 (iii) shows a DAG with a front-door adjustment set $Z = \{A, B, C\}$. The BD path $B \leftarrow D \rightarrow C \rightarrow Y$ does not violate condition FD(3), since it is not proper (in other words, $\{(A, B, C) \cup \{Y\} \mid \{X\}e_{(A, B, C)}^{\perp}$ holds as the path disconnects without the outgoing edges from $C$, which are ignored in FD(3) when $C \in Z$). Removing $C$ from the FD set turns it into a unblocked proper path, hence $\{A, B\}$ is not an FD set. Neither is $\{A, C\}$ nor $\{B, C\}$. Since no single vertex can be removed from $Z$, one might believe $Z$ to be minimal. However, the only minimal FD set is $\{A\}$.

While it would be possible to use a modified version of this strategy, by iteratively removing a variable $W$ from the non-minimal set $Z$ if there exists an FD set with $R = Z \setminus \{W\}$, a statement which could be checked for each variable using Algorithm 2, this would yield a time complexity of $O(n(n + m))$. In this section, we present a linear-time $O(n + m)$ algorithm, which moreover reveals structural insights of (minimal) FD sets. We begin with a formal definition:

**Definition 2.** An FD set $Z$ relative to $(X, Y)$ is $I$-inclusion minimal if and only if, no proper subset $Z' \subset Z$ with $I \subseteq Z'$ is an FD set relative to $(X, Y)$. If $I = \emptyset$, we call the set (inclusion) minimal.\(^3\)

The following lemma allows us to characterize minimal FD sets:

**Lemma 3.** Let $G$ be a DAG and $X, Y$ be disjoint sets of vertices. An FD set $Z$ relative to $(X, Y)$ is $I$-inclusion minimal if it can be written as $Z = I \cup Z_{XY} \cup Z_{ZY}$ such that

1. For each $Z \in Z_{XY}$, there exists a directed proper path from $X$ to $Z$ or $Y$ containing no vertex of $Z \setminus \{Z\}$, and
2. for each $Z \in Z_{ZY}$, there exists a proper BD way from $I \cup Z_{XY}$ to $Y$ containing an edge $Z \rightarrow (i.e., an edge facing in the direction of $Y$) but no edge $Z' \rightarrow Z$ for $Z' \in Z \setminus \{Z\}$ which contains no vertex of $X$ and each collider is opened by $Z$.

**Proof.** Suppose there exists a smaller FD set $Z' \subset Z$ with $I \subseteq Z'$. Let $Z$ be a vertex of $Z \setminus Z'$. If $Z$ is in $Z_{XY}$, $Z'$ does not block all directed paths from $X$ to $Y$ and is no FD set.

So $Z_{XY} \subseteq Z'$ and $Z$ is in $Z_{ZY}$. Let $\pi$ be the BD way from $I \cup Z_{XY}$ to $Y$ containing the edge $Z \rightarrow$ from point 2. Let

\(^3\)In the majority of cases, we only speak of minimal FD sets and omit the word inclusion for $I = \emptyset$.\]
Algorithm 3: Finding an I-inclusion minimal front-door adjustment set \( Z \) in linear time.

input: A DAG \( G = (V, E) \) and sets \( X, Y \), 
\[ I \subseteq R \subseteq V. \]
output: Minimal FD set \( Z_{\text{min}} \) with \( I \subseteq Z_{\text{min}} \subseteq R \) or \( \bot \) if no FD set exists.

1. Compute the set \( Z_{(i)} \) with Algorithm 2; If it outputs \( \bot \), then return \( \bot \) and stop.
2. Let \( Z_{\text{An}} \subseteq Z_{(i)} \cap \text{An}(Y) \) be a maximal set such that
   each \( V \in Z_{\text{An}} \) is a parent of \( Y \) or there exists a directed path from \( V \) to \( Y \) containing no vertex of \( X \cup (Z_{(i)} \setminus \{V\}) \).
3. Let \( Z_{XY} \subseteq Z_{\text{An}} \cap \text{De}(X) \) be a maximal set such that,
   for each \( V \in Z_{XY} \), there exists a directed proper path from \( X \) to \( V \) containing no vertex of \( I \cup (Z_{\text{An}} \setminus \{V\}) \).
4. Let \( Z_{ZY} \subseteq Z_{\text{An}} \) be a maximal set such that, for each \( V \in Z_{ZY} \), there exists a proper BD way from
   \( I \cup Z_{XY} \) to \( V \) containing no edge \( Z_{\text{An}} \rightarrow \) with
   \( Z_{\text{An}} \in I \cup Z_{\text{An}} \) and no vertex of \( X \), and all colliders are in \( I \cup Z_{\text{An}} \).
5. return \( Z_{\text{min}} := I \cup Z_{XY} \cup Z_{ZY} \).

\[
\begin{array}{cccccc}
 & U_1 & \downarrow & \downarrow & U_2 & \\
X & A & \rightarrow & B & \rightarrow & C & \rightarrow & Y \\
& & & & & & & \\
& & & & & & \\
\end{array}
\]

Figure 3: Example graph for finding a minimal FD set.

\( Z_i \) be the last vertex of \( Z' \) on \( \pi \). It exists since \( \pi \) starts in
\( I \cup Z_{XY} \subseteq Z' \). It occurs with an incoming edge \( Z_i \rightarrow \) since
\( Z \rightarrow \) is the only outgoing edge \( Z \rightarrow \) on \( \pi \). So the sub-way of
\( \pi \) from \( Z_i \) to \( Y \) exists in \( G_{Z'Y} \), is a BD way, and is not
blocked by \( X \). Hence, \( Z' \) is no FD set.

The intuition behind Lemma 3 is to include only vertices
that are necessary for identifying the effect of \( X \) on \( Y \). The
set \( Z_{XY} \) is needed to block causal paths between \( X \) and \( Y \),
while the set \( Z_{ZY} \) is needed to disconnect BD paths from
\( Z_{XY} \) to \( Y \). The conditions are chosen, such that each path
is blocked by exactly one vertex, so no vertex from \( Z_{XY} \cup Z_{ZY} \)
can be removed from the FD set without opening a path.
Algorithm 3 shows how sets \( Z_{XY} \) and \( Z_{ZY} \) can be computed,
by first calling Algorithm 2 and constructing \( Z_{\text{An}} \) (defined in
the algorithm).

Theorem 3. Given a DAG \( G \) and sets \( X \) and \( Y \), Algorithm 3
finds an I-inclusion minimal FD set \( Z \) relative to \( (X, Y) \),
with \( I \subseteq Z \subseteq R \), or decides that such a set does not exist, in
linear time.

These concepts are exemplified in Fig. 3, where the goal
is to find a minimal FD set with respect to \( X \) and \( Y \) with
\( R = \{A, B, C, D, E\} \) and \( I = \emptyset \). The FD set \( Z_{(i)} = \{A, B, C, D, E\} \) is returned by Algorithm 2. Vertices \( B, C, D, \) and
\( E \) are in \( Z_{\text{An}} \) as they are parents of \( Y \) and in \( Z_{(i)} \).
Based on this set, we first have \( Z_{XY} = \{B\} \) as every path
from \( X \) to \( C \) goes through \( B \) and there is no path to \( D \) and \( E \).
Moreover, \( Z_{ZY} = \{D, E\} \) as both are needed to block BD
paths from \( B \) to \( Y \). Notably, \( D \) alone does not suffice as there
would be the BD path \( D \leftarrow E \rightarrow Y \) violating FD(3), i.e.,
the statement \( (Z \perp Y \mid X)_{G_Z} \). By including \( E \), this condition
is satisfied because outgoing edges from variables in \( Z \) are
removed in \( G_{Z} \). Hence \( Z_{\text{min}} = Z_{XY} \cup Z_{ZY} = \{B, D, E\} \)
is a minimal FD set.

From this theorem, we can conclude that the conditions of
Lemma 3 are "if and only if" conditions:

**Corollary 2.** An FD set \( Z \) relative to \( (X, Y) \) is I-inclusion minimal if
and only if it can be written as \( Z = I \cup Z_{XY} \cup Z_{ZY} \) such that
\( Z_{XY} \) and \( Z_{ZY} \) satisfy conditions 1. and 2. given in Lemma 3.

**Proof.** The "if"-direction is Lemma 3. The reverse follows from
the algorithm of Theorem 3. For a given set \( Z \), apply
the algorithm with \( R = Z \). The algorithm returns a minimal set
\( Z' \subseteq Z \) that satisfies the conditions of Lemma 3. If \( Z \) is
minimal, \( Z = Z' \) and \( Z \) satisfies the conditions, too.

**Corollary 3.** An I-inclusion minimal FD set \( Z \) relative to
\( (X, Y) \) is a subset of \( I \cup \text{An}(Y) \).

As we show empirically in Appendix E, the minimal FD
sets returned by Algorithm 3 are often much smaller compared
to the maximal FD set. However, we reemphasize that they
are not guaranteed to have minimum size, i.e., there
might exist an FD set of smaller cardinality, and that it is
open whether it is possible to compute such sets efficiently.

5 Experiments

We have shown that the run time of the algorithms proposed
in this work scales linearly in the size of the graph. In
this section, we empirically show that this translates to practical
implementations, which are able to handle hundreds of
thousands of variables.

We implement our methods in Python, Julia, and
JavaScript to enable wide practical usage in the causal inference
community.\(^6\) In the main paper, we show the run time
for the Python implementation and compare it to the author’s
implementation of the algorithm for finding FD sets given
in Jeong, Tian, and Bareinboim (2022) (JTB). In Appendix E, we also evaluate our Julia and Javascript implementations
and provide more detailed results. We ran the experiments
on a single core of the AMD Ryzen Threadripper 3970X 32-core
processor on a 256GB RAM machine.\(^7\) Figure 4 shows the average run time of the algorithms in seconds. Per instance,

\(^6\)To facilitate adoption, we base on the networkx Python package,
which is the graph library used by causal inference packages
such as DoWhy (Sharma, Kiciman et al. 2019). Similarly, in Julia
we allow for easy integration into CausalInference.jl (Schauer,
Keller, and Wienöst 2023) and in Javascript into the DAGitty
environment (Textor et al. 2016).

\(^7\)The experiments can be replicated within a few days on
a desktop computer without any problems.
Figure 4: Log-Log plot of the average run time in seconds for (Jeong, Tian, and Bareinboim 2022) (JTB), Algorithm 2 (FIND) and Algorithm 3 (MIN) on Erdős-Rényi graphs with 1.5n (left) and 5n (right) edges, corresponding to expected vertex degree 3 and 10. |X|, |Y| are random integers between 1 and 3; |I| = 0 and |R| = 0.5n. For each choice of n, we average over 50 graphs.

Each algorithm was given a time limit of 30 seconds (we only report results for parameter choices for which each instance was solved within the allocated time).

The results confirm our theoretical findings as FIND (Algorithm 2) outperforms JTB by a factor of more than 10^4 on medium-sized instances (the gap widens with the number of variables). For the sparser graphs (expected degree 3), JTB does not terminate in under 30 seconds in case of more than 256 vertices; for denser graphs (expected degree 10) the performance degrades faster and only the instances up to 64 vertices are solved within the time limit. In the Appendix D, we also provide a run-time comparison for the real-life DAGs from the bnlearn repository (Scutari 2010), which further validate our findings, showing that FIND yields a sizeable improvement even for smaller graphs.

These gains also translate to MIN which has merely a slightly higher run time compared to FIND, while giving significantly smaller FD sets, as we report in more detail in Appendix E. In particular, the FD sets returned by FIND and JTB grow linearly in the number of vertices, even when MIN computes FD sets of size zero or one.

6 Conclusions

We have developed efficient algorithms for solving several tasks related to estimation of causal effects via FD adjustment, including finding a minimal FD set in asymptotically optimal run time. Our work shows that, from the algorithmic perspective, these tasks are not harder than for the celebrated back-door (BD) adjustment. We also offer implementations of our algorithms which significantly outperform previous methods allowing practical usage in empirical studies even for very large instances.\footnote{The implementations and code to reproduce the experiments are available at https://github.com/mwien/frontdoor-adjustment.}

An important open problem is whether minimum size FD sets can be computed efficiently. For back-door adjustment, this is the case as there exists an $O(n^3)$ algorithm (van der Zander, Liškiewicz, and Textor 2019), while it is not clear if a polynomial-time algorithm exists in the FD case as well. Moreover, throughout this work, we assume that the causal DAG is known and correctly specified by the researcher. It would be interesting to combine our approach with causal discovery methods by developing algorithms for causal models representing a class of DAGs, e.g., a Markov equivalence class, instead of a single one. In such settings, the results could provide a means to construct more “robust” front-door adjustment sets if there are several options for DAGs which can be learned from data.

Another issue is that FD adjustment is still not as thoroughly understood as covariate adjustment, for which a complete graphical characterization exists (Shpitser, VanderWeele, and Robins 2010), such that a set Z can be used to compute the causal effect of X on Y using the covariate adjustment formula if, and only if, it satisfies the adjustment criterion. For the FD criterion, the analogous statement does not hold and we consider it an important direction for future work to extend it and our algorithms in this way. Finally, in the classical FD criterion it has to hold that there is no BD path from X to Z. In practice, this can be rather restrictive. Recent works have relaxed this assumption (Hünermund and Bareinboim 2019; Fulcher et al. 2020) by instead demanding that a set W exists, which blocks all such BD paths (FD(3) is generalized in the same way) and this is also an interesting avenue for future research.
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