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Abstract

Many applications, e.g. in content recommendation, sports, or
recruitment, leverage the comparisons of alternatives to score
those alternatives. The classical Bradley-Terry model and its
variants have been widely used to do so. The historical model
considers binary comparisons (victory/defeat) between alter-
natives, while more recent developments allow finer compar-
isons to be taken into account. In this article, we introduce a
probabilistic model encompassing a broad variety of paired
comparisons that can take discrete or continuous values. We
do so by considering a well-behaved subset of the exponen-
tial family, which we call the family of generalized Bradley-
Terry (GBT) models, as it includes the classical Bradley-Terry
model and many of its variants. Remarkably, we prove that all
GBT models are guaranteed to yield a strictly convex nega-
tive log-likelihood. Moreover, assuming a Gaussian prior on
alternatives’ scores, we prove that the maximum a posteri-
ori (MAP) of GBT models, whose existence, uniqueness and
fast computation are thus guaranteed, varies monotonically
with respect to comparisons (the more A beats B, the better
the score of A) and is Lipschitz-resilient with respect to each
new comparison (a single new comparison can only have a
bounded effect on all the estimated scores). These desirable
properties make GBT models appealing for practical use. We
illustrate some features of GBT models on simulations.

Introduction

In many settings, alternatives are rather compared than indi-
vidually scored. Typically, in chess, football, tennis, judo, or
cycling, individuals and teams compete against one another.
Similarly, students and job candidates are arguably easier to
compare, rather than to assess directly. In fact, comparative
judgments are implicitly performed all the time in online ap-
plications, as users often have to select content, applications,
or products to consume or purchase, within a set of proposed
alternatives. However, ranking all (or a subset of top) alter-
natives is often demanded. Many sport competitions identify
a current number-one player or team, job candidates are or-
dered for hiring procedures and recommendation Als must
select a handful of content to recommend. Such rankings are
often produced based on scoring inferred from comparisons.
Scores also allow to reflect the fact that an alternative vastly
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outperforms a particularly bad alternative, while it is only
slightly better than a third alternative.

Transforming comparisons into scores is not straightfor-
ward, especially when the comparisons are noisy. Typically,
better sport teams are sometimes unfortunate, and end up
losing against less competitive teams, which is sometimes
called the “beauty of sport”. In other applications, the com-
parative judgments may vary because they are made by dif-
ferent individuals, or simply because it is hard for humans
to remain consistent in their sequential judgments.

Contributions

In this paper, we introduce and analyze a natural and well-
behaved family of probabilistic models that convert ob-
served comparisons into individual scoring. Essentially, our
family of models, which we call the generalized Bradley-
Terry (GBT) family, is obtained by considering a subset of
the exponential family of particular interest. Interestingly,
a practitioner then merely needs to define how they expect
two equally good alternatives to be compared, to effortlessly
construct a unique model of our family. We show that the
GBT family generalizes the well-known and widely stud-
ied Bradley-Terry model (Bradley and Terry 1952) (which
is limited to binary comparisons in its historical version), as
well as other more recent models (Guo et al. 2012; Kristof
et al. 2019). In fact, we highlight the generality of our
GBT models by briefly analyzing multiple noteworthy in-
stances, including the K -nary-GBT, the Gaussian-GBT, the
Uniform-GBT, and the Poisson-GBT.

Remarkably, as our key contribution, we prove that, given
a Gaussian Bayesian prior on alternatives’ scores, all GBT
models are guaranteed to yield several desirable proper-
ties. Namely, first, all yield a strongly convex negative
log-posterior, which means that the maximum-a-posteriori
(MAP) can be quickly computed by any optimizer for
strongly convex losses. Second, we prove that the MAP
scores vary monotonically with the comparisons. This guar-
antees that alternatives will always be incentivized to “win
comparisons” by as large of a margin as possible. Finally,
we prove that the MAP scores are Lipschitz-resilient to each
new comparison, thereby guaranteeing that any outlier com-
parison will only have a limited impact on the estimated
scores. This is especially important in the context of online
applications, where misclicks are extremely common.
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These properties of the GBT models make them appeal-
ing to practitioners. In fact, they have been deployed on the
online collaborative Tournesol platform (Hoang et al. 2021),
which aims to construct a secure, ethical and collaboratively
governed content recommendation algorithm. To do so, the
Tournesol platform asks its contributors to provide com-
parative judgments of which of a pair of videos should be
more often recommended by the Tournesol recommender.
They reportedly use a GBT model, among other tools, to
transform such comparisons into video scores. An openly
available implementation of GBT, under AGPL license, was
made available in the python package called solidago.

Related Works

An important motivation behind this work is to lay the
theoretical foundations of the method of estimating per-
sonal scores from paired comparisons made by Tournesol
users (Hoang et al. 2021). We therefore take inspiration from
similar methods applied in contexts where they have proven
their worth. One classical approach consists of defining a
probabilistic model that conceives the comparisons as ran-
dom variations from intrinsic scores (modeled as latent vari-
ables) of these comparisons (David 1963).

The Bradley-Terry model (Bradley and Terry 1952),
which follows the pioneering work of Zermelo (Zermelo
1929), proposes to consider this task from binary compar-
isons (victory or defeat). These ideas are the root of Elo
rating system used in chess (El6 1978) and other compet-
itive contexts'. A similar approach was followed indepen-
dently by Thurstone (Thurstone 1927) in psychophysics.
The Bradley-Terry and Thurstonian models have been gen-
eralized in many ways, for instance in order to include
ties (Davidson 1970; Rao and Kupper 1967). Refinements
of the Elo rating such as Glicko (Glickman 1999) or
TrueSkill (Herbrich, Minka, and Graepel 2006) have been
introduced and practically used, together with online or
Bayesian techniques to compute score estimators (Hunter
2004; Cattelan 2012).

Recent approaches considered different comparison mod-
els, including unbounded Poisson (Maher 1982) and Skel-
lam (i.e. symmetric Poisson) models (Karlis and Ntzoufras
2009), or continuous-domain Gaussian models (Guo et al.
2012; Maystre, Kristof, and Grossglauser 2019; Kristof et al.
2019). To the best of our knowledge, there is no theory cov-
ering all of these models which are based on different mod-
eling of the comparisons. This article proposes precisely to
introduce a unified framework including them all.

Outline

The rest of the paper is organized as follows. First, we define
the setting, and introduce the GBT models. We especially
stress the importance of the cumulant-generating functions,
wherein lie so many of the well-behaved properties of GBT
models. We then introduce MAP estimators based on GBT
models, given a Gaussian prior on scores, and highlight
their basic computational and statistical properties. Next,

'For instance, the Elo rating of tennis players are computed
here: https://tennisabstract.com/reports/wta_elo_ratings.html.
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we define the monotonicity of score estimators and prove
that any GBT MAP estimator has this desirable property.
In the following section, we (re)define Lipchitz-resilience to
user’s modifications, and show that GBT MAP estimators
with bounded scores are Lipschitz-resilient. We then exem-
plify GBT models, from the historical binary Bradley-Terry
model to continuous-domain ones, provide illustrative sim-
ulations, and finally conclude in the last section.

Generalized Bradley-Terry Models

In this section, we introduce the setting and the GBT models.
We then redefine cumulant-generating functions and high-
light a remarkable result about these functions, which will
prove, as a corollary, that the MAP of GBT models can be
efficiently computed. Finally, we draw the connection with
the historical Bradley-Terry model.

The Setting

Consider a set A = {a}qea of alternatives with cardinal
A = | A|. We assume that comparisons 74, between alterna-
tives a and b have been made, for a (potentially small) sub-
set of pairs of alternatives. A positive comparison 745 > 0
means that b is judged better than a, and increases when the
judgment is more pronounced. We assume that r,, = —7p,
(i.e. a beats b if and only if b is beaten by a).

We denote by C the set of pairs (ab) € .A? that have been
compared, and by C' = |C| > 1 its cardinal. For a € A, let
A, = {b € A, (ab) € C} C A be the set of alternatives
that have been compared with a and A, its cardinal. Then,
C < A(A — 1), where the equality corresponds to the case
where all the alternatives have been compared. If so, we will
have that A, = A\{a}and A, = A —1forany a € A.

The comparisons are then characterized by an antisym-
metric comparison matrix*

(1)

Our goal is to attribute a score 6, to each alternative a € A
from the paired comparison data R, i.e. to construct a func-
tion ©* : R+ ©*(R) € R that yields desirable computa-
tional, monotonicity and resilience properties.

R = (Tab) (ab)ec-

GBT Models as an Exponential Subfamily

To infer scores from comparisons, as is often done in proba-
bilistic models, we first define a distribution of comparisons
given scores. Our proposal is to focus on a particular subset
of the widely studied exponential family (Barndorff-Nielsen
2014). Recall that this family is of the form

p(r|0) = f(r)g(0) exp(h(0)k(r)) 2

for some functions f, g, h, k, where r is a random variable
whose law is parameterized by 6. Essentially, we define
GBT models as the subfamily of such models where h(6) =
6 and k(r) = r. In fact, since g(f) is merely a normalization
factor, this amounts to defining p(r|0) o< f(r)e™. Since the

2The comparison matrix is not a matrix in the classical sense,
since its entries 745 are only defined for (ab) € C and not (ab) €
A? in general.
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distribution p(r|6) is fully determined by f, assuming it is
normalized so that [, f(r)dr = 1 = fR dF(r), we call f
the root law of the GBT model and F is the associated cdf.
More precisely, we define GBT models as follows.

Definition 1. For any probability law [ over R with fi-
nite exponential moments (i.e. [, e"dF(r) < oo for any
0 € R), we define the f-GBT model as follows. For any
hidden scores 6 € R4, the comparisons Rqy, given 0 are as-
sumed to be independent and each only depends on the score
difference Oq, = 0, — Oy, With p(144|0) o< f(rap)e e%ab,

Equivalently, this corresponds to defining, for any (ab) €
Cand any © € R4,

OabTab
p(raf©) = L)

which is well-defined when the root law f has finite expo-
nential moments. Note that, assuming 6, = 6, the (normal-
ized) root law f is then exactly the probability distribution
of a comparison 4. In other words, f describes the distribu-
tion of comparisons between alternatives of similar quality.
This makes it natural to expect f to be symmetric with re-
spect to zero, which implies that its support SUPP(f) is as
well. Using the independence of the comparisons condition-
ally to the scores, we easily deduce the following result.

€)

Proposition 1. Under the f-GBT model, the comparisons
rap are independent conditionally to © € R4 and 14,|0© =
Tab|Oap. Moreover, we have, for any (R, @)

H p rab|9ab H

(ab)eC (ab)eC

Tabba
rab bPab

p(R|O)
(RI©) [ efarrdF(r) eeadeF 7)

“

Cumulant-Generating Functions

Let us now introduce the cumulant-generating func-
tion (Kenney and Keeping 1951) derived from the root law
f, which will be central to our analysis of f-GBT models.

Definition 2. Let f be a probability law over R with finite
exponential moment. Its camulant generating function is de-
fined for any 0 € R by

D(0) = log (/R e‘”’dF(r)> ,

where we recall that F is the cdf of f.

The cumulant generating function of f, also called the
log-partition function (Wainwright, Jaakkola, and Willsky
2005), will play an important role for GBT models. By ex-
tension, we say that ® is the cumulant generating function
of the f-GBT model.

The Taylor series expansion of ® ; provides the cumulants
of f. The function ® is known for many classical probabil-
ity laws® and has been extensively studied, in particular in
large deviations theory (Dembo and Zeitouni 2009). We re-
call some of its main properties in Theorem 1, whose proof
is given in the Appendix for the sake of completeness. We
recall that SUPP(f) is the support of f and we denote by
Tmaz = sSup SUPP(f) € (0, oo].

&)

3https://en.wikipedia.org/wiki/Moment- generating_function\
#Examples
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Theorem 1 ((Dembo and Zeitouni 2009)). For any root law
f with finite exponential moments, the cumulant-generating
function ®y is non-negative, strictly convex, even, and
infinitely smooth over R. Its derivative <I>’f is a strictly
increasing odd bijection from R to its image, which is
(—T'max, "max) @S SOOI AS T'max < OO

As we will see in the next section, the cumulant-
generating function @ yields numerous key statistics of the
maximum-a-posteriori score estimator.

Discrete and Continuous GBT Models

For concreteness, we distinguish two types of GBT models,
depending on the discreteness of the comparisons’ domain.
As we will see, the discreteness of f defines the discreteness
of f-GBT.

Discrete GBT models. Let the root law f be of the form

r) =Y P[r|0]6,, (r) (6)
keK

where 0, is the Dirac distribution on x and /X is a countable
(possibly finite) subset of R with no accumulation point. The
discrete root law has an associated probability mass function
P[r|0]. The random variable R|© is then also discrete with
identical support SUPP(f). According to (4), its probability
mass function P(R|O) is given by

P[rqp|0]eetfar
P[r|0]eras

P(R[O) = ©)

(ab)eC ZTGSUPP(f)

Continuous GBT models. In the continuous setting, the
comparison matrix R|O also admits a probability density
function given by

(ab)eC

Tab Tabeab
p(R|©) 8
© et g

fSUPP

Historical Bradley-Terry as Bernoulli-GBT

Recall that the classical (Bradley and Terry 1952) model is
characterized by the fact that comparisons follows the fol-
lowing distribution:*

eea
P(Tab = 1|9a - Qb) = m )
and P(’I’ab = 1‘9(1,95) —+ P(’I"a(, = 71|6a,6b) =1.

Here, we highlight the fact that this is an instance of the
discrete GBT models. Namely, consider the Bernouilli root

law f = %. Its cumulant-generating function is
0 -0
e+2e) = log(cosh @).  (10)

— 0y, we deduce
oab

(DBemoulli(e) = log <

Using (3) and 0, = 0,

e ega

= . 11
2cosh(f,p)  efa + e an

We recover (9), hence the fact that (Bradley and Terry 1952)
is the Bernoulli-GBT model.

“This is one possible parametrization, using an exponential
score function. An alternative is to consider that P(a > b) =
with p, > 0 the score value of a.

P(rab = 1‘6)

p+p
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MAP Scores Based on GBT Models

In this section, we take a Bayesian approach to define a
maximum-a-posteriori estimator based on GBT models, and
prove some of the basic resulting properties.

Bayesian Model for Score Estimation

Consider a normal prior (0, 021) on ©. In the continuous
setting, the posterior density function of © conditionally to
the comparisons R is, using Bayes law,

p(R[©)p(©)
p(R)

In the discrete setting, probability density functions are re-
placed by probability mass functions.

Remark. Using (8) in (12), we can interpret the GBT
model with a Gaussian prior (or a prior from any law of the
exponential family) as an exponential family for the random
variable O, where R is the natural parameter.

p(OR) = (12)

Maximum A Posteriori Estimator

We define the negative log-posterior, either for discrete or

continuous comparisons, as
L(O|R) = —logp(O[R). 13)

Interestingly, this yields a loss function that directly depends
on the cumulant-generating function, as

1
5D 024+ > (@4 (0ay) — Tavbas) . (14)

20 acA (ab)eC

L(OR)

In particular, the nice properties of ®; and the fact that the
Gaussian prior is turned into a quadratic regularization im-
ply that the negative log-posterior £ is well-behaved.

Proposition 2. For any comparison matrix R, the negative
log-posterior L(-|R) is (1/a?)-strongly convex, and thus ad-
mits a unique minimizer ©% »(R) € RA.

Since it is the mode of the posterior, ©% »(R) is com-
monly known as the maximum a posteriori (MAP) estima-
tor. Crucially, for any f-GBT model with a normal prior,
Proposition 2 guarantees that the MAP is well-defined and
fastly computable by any strongly convex optimizer. In fact,
it is used in Tournesol to estimate individual scores from
user comparisons (Anonymous 2023).

First Properties of Score Estimators

In the following, we show that the maximum likelihood
score estimator @*702 (R) has zero mean in Proposition 3,
we provide its first two moments in Proposition 4, and we
give a bound on its supremum norm in Proposition 5. The
proofs are in the appendix.

Proposition 3. For any comparison matrix R, the MAP es-

timator 0* = }702 (R) verifies ZaGA 6; = 0.

We denote by E[g(R)|©] and V[¢g(R)|O] the mean and the
variance of g(R) conditionally to the scores. Also, denote by
Cov]g(R), h(R)|©] the covariance of g(R)|© and h(R)|O.
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Proposition 4. Let (ab), (cd) € C with (cd) ¢ {(ab), (ba)}.
Then,

Elrq|0] = ‘I)}(Hab) and
V[ras|©] = (I)}(Gab)y Covl[rap, rea|©] = 0.

Proposition 5. If ry,.x < o0, then the MAP estimator
©% .2 (R) verifies, for any a € A,

05 (R)| < 2407 max0?,

15)

(16)
and therefore
||®; o2 (R)HOO < 27ﬂmax0'2 sup Aa < 2TmaX0’2(A — 1)
’ acA
amn

Monotonicity of MAP Score Estimators

In this section, we prove a desirable property of MAP esti-
mators for all GBT models with a Gaussian prior. Namely,
we show that the more an alternative wins comparisons, the
better it is scored.

Partial Orders over Paired Comparisons

Let us first formalize a partial order between comparisons
associated to a given alternative, which captures the idea
that a is better compared when all the other comparisons be-
tween alternatives different from a are fixed. Note that this
partial order is only defined for comparison matrices R and
R’ sharing the same set of compared pairs C.

Definition 3. For any alternative a € A, we say that two
comparison matrices R and R’ satisfy

R <, R (18)
if (i) rap < 10, forall b such that (ab) € C and (ii) req = 7.,
for (cd) € C with a ¢ {c,d}. The relation

R <, R 19)
means that (i) is strict for at least one b such that (ab) € C.

We formalize the notion that a score estimator is consis-
tent with the partial orders of Definition 3.

Definition 4. We say that an estimator (:)(R) is increasing
with respect to the R if, for any a € A,
R <, R = 0,(R) < 0,(R), (20)
and strictly increasing with respect to R if, for any a € A,
R <, R = 0,(R) < 0,(R). Q1)

Elementary Monotonicity Criteria

We provide criteria for the monotonicity of score estimators
for continuous and discrete comparisons, in Proposition 6
and Proposition 7 that are proved in the Appendix.

Proposition 6. We suppose that R is continuous-domain
and that the estimator ©(R) is differentiable with respect to
Tab for any (ab) € C. Then, O(R) is increasing with respect
to R if and only if, for any (ab) € C and any R,

Oy.,0a(R) > 0. (22)

It is moreover strictly increasing if and only if the inequali-
ties are strict.
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For discrete comparisons, we define finite-difference op-
erators over scores as follows. For any R and (ab) € C, we
define R/, as the comparison with identical scores, except
at position (ab) where the score is increased from 7, to 7441
(or remains unchanged if rx is reached) and reduces sym-
metrically the comparison at position (ba). Then, we define
the operator A 4y over functions F' : SUPP(f)¢ — R,
FRY,) - F(R)

Tk+1 — Tk
if rp, < rg and A(ab)F(R) =0ifr, =rg.
Proposition 7. We suppose that R is discrete-domain. Then,

O(R) is increasing with respect to R if and only if, for any
(ab) € C and any R,

A(ab) F(R‘) =

(23)

Aty fa(R) > 0. (24)

It is moreover strictly increasing if and only if the inequali-
ties are strict.

Monotonicity of GBT Estimators

We show that the monotonicity of GBT estimators is auto-
matically satisfied. The proof is in the Appendix.

Theorem 2. For any f-GBT model with a Gaussian prior,
the MAP estimator ©*(R) is strictly increasing with R in
the sense of Definition 4.

The proof relies on the monotonicity criteria for continu-
ous (Proposition 6) and discrete (Proposition 7) GBT mod-
els. In order to show that 9,_,6,(R) > 0, we analyze the
gradient relation VL(©% .(R)[©) = 0. By applying Jp,,
to it, we obtain a linear system on 9, ©% > (R). The study
of this linear system relies on the properties of diagonally-
dominant matrices and leads to the desired result.

Note that our proof yields a slightly more general re-
sult, as the monotonicity actually holds for all coordinate-
independent priors (i.e. 6, is a priori independent from 6,
for a # b) which yield a strongly convex negative log-prior.
In fact, it can be extended to convex negative log-prior, or
even to the maximum likelihood estimator (i.e. no prior), if
we consider inferred scores with values in [—o0o, +00].

Impact of New Comparisons

Assume that R and R’ are two comparison matrices over C
and C’ respectively, such that

¢’ = CU {(ab), (ba)}

where (ab) ¢ C. We assume that r.y = 1., for any (cd) €
C, hence C and C’ only differs by the new comparison. We
evaluate the impact of this comparison r/, over the score
vector ©% »(R’).

(25)

Proposition 8. For R and R’ as defined above, we have the
equivalences

102 (R) = 0% 2(R') <= 15, = 94(0;,(R)),  (20)
$02(R) <0} 2 (R) <=1y, > @4(0,,(R)), (27)
$02(R) > 0% 2 (R) <= 1y, < @4(0;,(R)).  (28)
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The proof is provided in the Appendix. Now, @’f can be
interpreted as a conversion function between score differ-
ences 0, and comparisons r,;. This is highlighted by the
relation (26) and the fact that E[r,,|©] = ®',(6p) (Propo-
sition 4). When r,,x = 1, we observe that <I>} is a sigmoid
function, i.e. an increasing bijection from R to (-1, 1).

Lipschitz-Resilience of Score MAP Estimators

Among the motivation for the generalized Bradley-Terry
model, we aim at a scoring method from expressed pair com-
parisons which controlled impact of user’s decision. In the
more global Tournesol pipeline (Hoang et al. 2021), the in-
dividual scoring method is used at a first step in a global
scoring method for global scoring from individual com-
parisons (Allouah et al. 2022). We formalize the notion of
Lipschitz-resilience to the user’s updates and provide criteria
to determine if a given GBT model is resilient. We show that
the Lipschitz-resilience is guaranteed as soon as the compar-
ison domain SUPP( f) is bounded.

Lipschitz-Resilience to User Modifications

The Lipschitz-resilience of an estimator captures its ability
to be limitedly modified by changing or adding new paired
comparisons for the user.

Let R € SUpPP(f)C and R’ € SuPP(f)°" be two compar-
ison matrices over some possibly distinct C and C’ of respec-
tive size C and C’. We define the symmetric difference of C
and C’ as CAC' = (C\C’) U (C\C’) and denote its cardinal
by

Adomain(l%7 R/) = |CAC/‘ (29)
The set CAC’ is made of pairs (ab) that are in one of
the two set C and C’ and not on the other. The number
Adomain (R, R) therefore quantifies the number of compar-
isons needed to be added or removed to transform C into C’.

We define the matrices R = (7ap)(ab)ecne: and R' =
(') (abyecrer» both in SUPP(f)I1¢"l which coincide with
R and R’ on CNC’. We recall that the LO “rnorm” of a vector
is the number of its non-zero entries. We then define

Aentries(R, R') = [[R — R/ o, (30)

which measures the number of entries (ab) € C N C’ on
which R and R’ differ. We also set

A(R, R,) = Adomain(l:{a R,) + Aentries (R7 R/)a (31)

which counts the number of elementary modifications (re-
moving, adding, or changing a comparison) from R to R’.

Definition 5. An estimator @(R) is said to be L-Lipschitz-
resilient for some L > 0 for the Euclidean norm if, for any
comparison matrices R, R/,

|O(R) — OR)[2 < LA(R,R) (32)

If © is L-Lipschitz-resilient, then L bounds the possible
impact on the score @(R) for single modifications of the
comparison matrix (single update over one comparison or
addition of a new comparison). This impact is measured in
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H GBT model Parameter F/f(r|0) Supp(f) o(6) H
Binary - 3 {£1} log (cosh 6)
K -nary K>2 1 {~1,...,+1} log <K“:}(l )))
Poisson A>0 %"\Jm(ék:o + 2z0) Z A cosh(#)
Gaussian a5 >0 gy2(r) = \/%UO e /208 R ‘78292
I'(2 — k n 2k
Beta B >0 4ﬁ1('\(g))2 (1 - TQ)E ! (_17 1) log (1 + Zk>1 <Hn 0 Qﬂﬁj’n) (gk)')
Uniform g=1 z (-1,1) log (sizh?)
B=2 3(1-r2) (—1,1) log (W)

Table 1: Examples of GBT models, with their cumulant-generating functions.

terms of £o-norm. When the comparison sets C = C’ coin-
cide’, the bound (32) is simply

IO(R) — O(R')[l2 < LR — R'[o.

Lipschitz-Resilience Guarantee for GBT Models

Theorem 3. For any root law f and given a Gaussian
prior N'(0,0%1), the MAP estimator for the f-GBT model

is (427 max0?)-Lipschitz-resilient, i.e.

(33)

107 ,2(R) — 0% 2 (R') |2
z “ < ANV pax0?. (34
R#R/ A(R,R/) - ( )

In the GBT model, contrary to the historical BT model,
we regularize the scores using a Gaussian prior on ©. We
see in Theorem 3 that the Lipschitz-resilience constant ex-
plodes when 02 — oo (i.e. with no regularization). The reg-
ularization leads to controllable user’s modifications, where
the prior variance o2 plays a crucial role. Moreover, the
Gaussian and Poisson BT models (see examples below), for
which the comparison domain SUPP(f) = R or Z is un-
bounded, are not Lipschitz-resilient (we provide a proof in
the Appendix). The boundedness of the comparisons is a key
ingredient to the Lipschitz-resilience.

Examples of GBT Models

The examples detailed in this section are listed in Table 1,
together with their corresponding comparison domain and
their cumulant-generating function. Each of these models
can be used to provide score estimators based on paired com-
parisons that are all strictly increasing with respect to R ac-
cording to Theorem 2. They are moreover all resilient for
bounded comparisons, while the Gaussian and Poisson-GBT
model are not (see Proposition 9 below and the appendix).

The Gaussian-GBT Model
The Gaussian GBT model is characterized by a Gaussian
root law f = 9o2- This model has already been studied (Guo

et al. 2012) and applied (Kristof et al. 2019). We summarize
its main properties in Proposition 9. The proof and the closed
form expression of ©*(R) are given in the appendix.

5This ensures that R — R’ is well-defined.
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Proposition 9. The Gaussian-GBT model with variance o}
is such that

R|© ~ N ((000ab) (abyec, 051d) - (35)

The MAP estimator ©*(R) is linear, strictly increasing with
respect to R, and is not Lipschitz-resilient.

The Uniform-GBT Model

The Uniform-GBT model corresponds to choosing the uni-
form probability law f = 1/2 on [—1, 1] as the root law of
the model. We recall that the prior variance is denoted by
o2. The Uniform-GBT model is used for the current version
of the Tournesol pipeline (Anonymous 2023).

Proposition 10. The cumulant generating function of the
Uniform-GBT model is ®(0) = log(sinh(0)/0). The MAP
estimator ©*(R) is strictly increasing with respect to R and

4202 Lipschitz-resilient.

Remark. The derivative ®'(6) coth(f) — § of @ is
known as the Langevin function (Cohen 1991).

Empirical Simulations

We propose three experiments that illustrate interesting
properties of GBT models. The generative data model is it-
self a GBT model, and does not simulate a realistic situa-
tion corresponding to real data. These simulations allow us
to measure three aspects of the model: (i) the impact of the
sparsity of the comparison graph, (i) the impact of the dis-
cretization level, and (iii) the impact of the regularization
parameter (prior variance) on the quality of the reconstruc-
tion. The results are expressed in terms of the normalized
mean-square error against the true scores O, given by

®TIIQ]

Io®) — 7|3
1ef3

We use Monte-Carlo simulations to obtain normalized

mean-square errors for various GBT MAP estimators with

Gaussian prior. Plots in Figure 1 depict the mean and stan-

dard deviation of the Monte-Carlo simulations. We consider

A = 500 alternatives. The ground-truth scores ©F € R5%°

NORMERROR = E [ (36)
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Figure 1: Left: Normalized mean-square error with respect to the sparsity parameter p. for Erdos-Rényi comparison graphs.
Middle: Normalized mean-square errors NORMERROR i using K-nary-GBT MAP estimators on the data generated via the
Uniform-GBT model. Blue: K +— NORMERRORf; Red: NORMERROR for the Uniform-GBT model. Right: Normalized
mean-square error with respect to the regularization scale %

are generated as i.i.d. Gaussian random variables with vari-
ance o2 = 1. All experiments are run with ten seeds from 1
to 10. The code and details of the experiments are available
at https://github.com/sadeghfarhadkhani/GBT.

(i) Impact of the graph sparsity. We generate the com-
parisons R|©T using the Uniform-GBT model over [—1, 1].
The comparison set C is generated as an Erdos-Rényi ran-
dom graph G(A = 500, p..) where the nodes are different al-
ternatives and each edge corresponds to a comparison which
is randomly activated independently from other edges with
probability p. € [0,1]. We estimate the normalized mean-
square error of MAP estimators based on the Uniform-GBT
model with variance o2 = 1 for different values of p.. The
results are depicted in Figure 1 (left). With no surprise, the
sparsity of the graph strongly impacts the reconstruction per-
formance.

(ii) K-nary-GBT models against Uniform-GBT model.
The data are generated using the Uniform-GBT model on a
comparison graph following the Erdos-Rényi random graph
G(A = 500, p. = 0.2). For any integer K > 2, we estimate
Ok (R) as the MAP estimator of the K-nary-GBT model
with variance 02 = 1. We also compute O(R) as the MAP
estimator of the Uniform-GBT model with the same vari-
ance. We show the evolution of the normalized mean-square
error with respect to K in Figure 1 (middle). The error de-
cays with respect to K, and converges to the limit value
corresponding to the Uniform-GBT reconstruction model.
These results advocate for discretized comparison models
when discretization is at play. The value K = 21 was cho-
sen on the Tournesol platform (Anonymous 2023), as a com-
promise between greater finesse on the comparisons and a
restricted choice of possible comparisons for users.

(iii) Impact of the prior variance over the mean-square
error. Recall from (14) that the regularization factor is
scaled by % where o2 is the variance of the prior for the
score estimation model. Again, we use the Uniform-GBT
model on a comparison graph following the Erdds-Rényi
random graph G(A = 500, p. = 0.2), to generate the data.
We then estimate the normalized mean-square error of MAP
estimators based on the Uniform-GBT model for different
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values of ¢. The results are given in Figure 1 (right). We ob-
serve that the error for small % (i.e., little regularization) is
slightly better than for 0 = oo (U—l2 = 0, i.e., no regulariza-
tion), which is in favor of using a Gaussian Bayesian prior
for the scores. This is a second advantage of the Bayesian
approach in addition to Lipschitz-resilience. A natural con-
jecture that our plot raises, which we leave open, is whether
the optimal prior variance for score inference matches the
variance of the score distribution, i.e. ¢ = o .

Conclusion and Future Perspective

In this paper, we generalized the historical Bradley-Terry
model, by defining a family of so-called GBT (generalized
Bradley-Terry) probabilistic models, each of which trans-
forms comparisons into scores. This family is parameterized
by a root law, which models how two equally good alter-
natives are expected to be compared. Remarkably, for any
such prior, we proved that the derived GBT model is guaran-
teed to feature numerous desirable properties, such as strict
convexity, monotonicity and Lipschitz-resilience. Because
of these compelling features, GBT models seem desirable
to deploy in many practical applications, as they have been
on Tournesol (Hoang et al. 2021) to turn contributors’ com-
parisons of video recommendability into scores.

Having said this, GBT models raise further intriguing re-
search questions. For one thing, there may be other appeal-
ing models that also have the convexity, monotonicity and
Lipschitz-resilience properties. We leave open the problem
of identifying the set of all models with such properties. We
also leave open the analysis of the statistical error of the
GBT scores. A related question is that of estimating the un-
certainty on the GBT scores, given comparisons. We stress
that these analyses are challenging as they depend on the
graph C of comparisons. In fact, another related question is
that of optimizing the graph to minimize the statistical error,
which is known as the active learning problem. Finally, a
general analysis of how the GBT scores depend on the root
law is also left open.
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