Abstract

The metareasoning framework aims to enable autonomous agents to factor in planning costs when making decisions. In this work, we develop the first non-myopic metareasoning algorithm for planning with Markov decision processes. Our method learns the behaviour of anytime probabilistic planning algorithms from performance data. Specifically, we propose a novel model for metareasoning, based on contextual performance profiles that predict the value of the planner’s current solution given the time spent planning, the state of the planning algorithm’s internal parameters, and the difficulty of the planning problem being solved. This model removes the need to assume that the current solution quality is always known, broadening the class of metareasoning problems that can be addressed. We then employ deep reinforcement learning to learn a policy that decides, at each timestep, whether to continue planning or start executing the current plan, and how to set hyperparameters of the planner to enhance its performance. We demonstrate our algorithm’s ability to perform effective metareasoning in two domains.

Introduction

Rational agents should reason about the consequences of their actions. However, this reasoning process itself has its own consequences: thinking is a physical process that requires time and energy. In many systems this issue can be ignored, in particular where the costs of any computation are negligible compared to the costs of actions. In other systems, the real-world effects of reasoning cannot be discounted. As an example, for mobile robots thinking and acting are often closely coupled. An autonomous vehicle can use its finite battery capacity on its on-board computer or its motors. To what extent is the energy saved by executing a better motion plan offset by the energy cost of additional computation? This scenario is illustrated in Figure 1. Of course, this assumes that the agent is reasoning online. If it is able to pre-plan all of its tasks offline, planning effort is negligible at runtime and no metareasoning tradeoff exists.

Over the last 40 years, the field of rational metareasoning has developed bounded optimal algorithms for reasoning about these tradeoffs (Russell and Wefald 1991; Cox and Raja 2011; Hay et al. 2012). Recent problem settings have included motion planning and heuristic search (Burns, Rumml, and Do 2013; Sung, Kaelbling, and Lozano-Pérez 2021; Bhatia et al. 2022). Optimal exact metareasoning is polynomially harder than reasoning (Lin et al. 2015), so all practical algorithms carry out approximate metareasoning. A common simplification is to only consider the immediate effects of a single reasoning step: this is known as the meta-greedy or meta-myopic assumption (Russell and Wefald 1989, 1991).

Under the umbrella of metareasoning problems, we focus specifically on metalevel control of anytime algorithms (Cox and Raja 2011). In this setting, reasoning is carried out by an object-level process, which is an anytime interruptible algorithm. This class of algorithms provides its current solution at any time during computation, but the longer the algorithm runs the better the solution will be. The object-level process is supervised by a meta-level process, which observes the object-level algorithm’s state. Metalevel actions consist of allowing object-level computation to continue, or terminating the algorithm and acting using its current solution.

We wish to apply metareasoning to probabilistic planning with Markov decision processes (MDPs). Recent works have used deep reinforcement learning (RL) to learn non-myopic metalevel policies (Sung, Kaelbling, and Lozano-Pérez 2021; Bhatia et al. 2022). However, these works apply only to object-level algorithms where the current solution quality is known exactly, for example the current minimum path length in RRT*. Relaxing the solution quality observability
assumption is one of the main contributions of this paper and is crucial for the class of probabilistic planning algorithms which we consider, since they often maintain only an approximation of the solution quality. We go on to develop a novel contextual metalevel MDP formulation which enables an RL agent to learn to infer solution quality from limited information about the planner and problem instance.

Compared to existing MDP planning metareasoning works, we avoid meta-greedy approximations and instead directly learn the value function of the metalevel MDP. Our method is agnostic to the choice of object-level algorithm, rather than relying on properties of one specific algorithm as Lin et al. (2015) do. Finally, we use the hyperparameter tuning method proposed by Bhatia et al. (2022) to give the metalevel agent more control over the object-level algorithm. This enables switching between parameters that emphasise fast but low-quality solutions vs slow and high-quality solutions, alongside deciding when to execute the current solution.

Related Work
The metalevel control problem is commonly posed as a metalevel Markov decision process (Hay et al. 2012). Closest to our setting, Lin et al. (2015) formulate online stochastic shortest path (SSP) MDP planning metareasoning as a metalevel MDP. In common with many metareasoning algorithms, they are unable to exactly solve this model and must use a meta-greedy approximation (Russell and Wefald 1991). This is the simplifying assumption that the reasoning agent can only choose between executing now, or executing after a single additional reasoning step. The approximation ignores the value of further computation, but can be shown to be optimal in the case of diminishing returns and non-decreasing computation cost (Callaway et al. 2018). However, solution quality plots from real algorithms and problems rarely show smoothly diminishing returns. One example from motion planning is the sharp change caused by a change of homotopy class.

One way to achieve non-myopic metalevel behaviour is to build a probabilistic model of the algorithm’s solution quality evolution from a dataset, and use this performance profile to determine the optimal execution point (Hansen and Zilberstein 2001). As long-horizon model-based planning is computationally expensive, the approach is limited to short horizons to avoid excessive metareasoning overhead. Recent works improve on this approach by learning the performance profiles, and metalevel control policies, from experience (Bhatia et al. 2022; Sung, Kaelbling, and Lozano-Pérez 2021). These works focus on deterministic search problems, and make the simplifying assumption that the current solution quality is always known. In this work we relax that assumption in order to apply deep RL-based metareasoning to probabilistic planning.

Callaway et al. (2018) present a method that estimates the value of computation using a weighted combination of myopic and full-knowledge value of information (VOI) features. These weights are learned from an object-level problem distribution using Bayesian optimisation. Their algorithm outperforms those that depend only on myopic VOI features. However, the method assumes perfect knowledge of the metalevel MDP dynamics, which is infeasible for a practical planning algorithm. It also scales poorly with increasing complexity of the object-level problem, due to the online calculations required to compute the values of VOI features.

Indeed, Callaway et al. note that metareasoning is only useful when object-level reasoning is significantly more expensive than metareasoning. It is counterproductive to spend more time deciding whether to think than actually thinking. Other work which explicitly analyses the overhead of metareasoning (Milli, Lieder, and Griffiths 2017) concurs with this point. This explains the strong simplifying assumptions commonly used in metareasoning algorithms, and justifies using deep RL-trained policies for these problems: the cost of querying actions from a trained policy is minimal.

A different but related problem setting is situated temporal planning, which aims to maximise the probability of finding a valid deterministic plan within a deadline (Cashmore et al. 2018). Rather than a metalevel agent deciding when to execute, metareasoning takes place on the level of deciding which nodes to expand in a search tree. Some more recent extensions also attempt to minimise the cost-to-goal of the chosen plan (Shperberg et al. 2020). However, these methods do not directly minimise the combination of planning cost and execution cost as ours does.

Preliminaries
Markov Decision Processes. A stochastic shortest path (SSP) MDP is a tuple $M = (S, init, A, T, C, G)$, where $S$ is a finite set of states; $init: S \rightarrow [0, 1]$ is an initial state distribution; $A$ is a finite set of actions; $T: S \times A \times S \rightarrow [0, 1]$ is a probabilistic transition function; $C: S \times A \rightarrow \mathbb{R}_{\geq 0}$ is a cost function; and $G \subset S$ is a set of absorbing, zero-cost goal states.

When the initial state is deterministic, we will replace $init$ with $s_0$ in the definition of $M$. Actions are selected using a stationary policy $\pi: S \rightarrow A$. A policy is proper in state $s$ if the probability of reaching a goal state when starting from $s$ is 1. For an SSP MDP there must exist a proper policy from the initial state. All improper policies must have infinite expected cumulative cost from states that they are improper in. It can be shown that there exists a minimum cost proper policy (Mausam and Kolobov 2012). A policy is complete if it provides an action for all states $s \in S$. Alternatively, a partial policy $\pi$ has a domain $S_\pi \subset S$ and is complete in $S_\pi$. For a proper policy $\pi$, let $V^*_M = \mathbb{E}_{M,s_0 \sim init} [\sum_{i=0}^{\infty} C(s_i, \pi(s_i))]$, where $s_i$ is a random variable representing the state visited at the $i$-th timestep, denote the expected cumulative cost of executing policy $\pi$.

Problem Formulation
In this section, we pose our problem as minimising the expected cost of a metalevel SSP MDP $M^{MD}$ that observes and controls the behaviour of an object-level probabilistic planner. Similarly to previous work (Milli, Lieder, and Griffiths 2017;
We assume that object-level problems are drawn from a distribution $p(M)$ over a set of decision problems $D$. Specifically, the planner operates on an object-level SSP MDP instance $M = (S, s_0, A, T, C, G)$, where $M$ is sampled according to $p(M)$. The object-level planner has a set of hyperparameters $\{\Delta_n\}_{n=1}^{N_M}$, which alter its behaviour. Each hyperparameter has a set of valid values $\Delta_n = \{\delta_1, \delta_2, \ldots, \delta_n\}$.

The metalevel agent has no direct control over the actions taken in the object-level MDP. At each metalevel timestep, the metalevel agent observes the object-level planner’s configuration (its internal state) $\chi$ and chooses a metalevel action. Let $\pi_\chi$ be the object-level planner’s current best solution, represented within its current configuration $\chi$. Metalevel actions are to a) continue planning for another timestep, altering hyperparameter values if desired, or b) stop planning and execute the current best solution $\pi_\chi$. Continuing planning for one timestep runs the planner for time $\tau$ (which may correspond to many object-level planning iterations), and incurs a fixed instance-dependent planning cost $\lambda(M)$.

The object-level planner’s current best policy $\pi_\chi$ may not be complete for all states reachable under that policy from $s_0$. We assume that $\pi_\chi$ is combined with a default policy which is complete and proper in state $s_0$. This new complete and proper policy, $\tilde{\pi}_\chi$, follows $\pi_\chi$ when it is defined, and the default policy when outside of $\pi_\chi$’s support.

We now define our metalevel reasoning model.

**Definition 1** Given a stochastic shortest path object-level MDP $M = (S, s_0, A, T, C, G)$, the metalevel MDP is an SSP MDP $M^M = (S^M, s_0^M, A^M, T^M, C^M, G^M)$, where:

- $S^M = X \cup \{\text{DONE}\}$ where $X$ is the set of all possible configurations of the object-level planner and DONE is a terminal state;
- $s_0^M = \chi_0$ where $\chi_0$ is the initial configuration of the object-level planner;
- $A^M = (\{\text{PLAN}\} \times \Delta_1 \times \ldots \times \Delta_{N_M}) \cup \{\text{EXEC}\}$, i.e. the agent may choose to let the planner run for another metalevel timestep ($\tau$ time in planner time ) using the specified hyperparameter values, or execute the current best solution;
- $T^M : S^M \times A^M \times S^M \rightarrow [0, 1]$ is defined as follows:

$$T^M(\chi, a, \chi’) = \begin{cases} 1 & \text{if } \chi \in X, \chi’ = \text{DONE and } a = \text{EXEC} \\ p(\chi’ | M, \chi, a) & \text{if } \chi, \chi’ \in X \text{ and } a \neq \text{EXEC} \\ 0 & \text{otherwise}, \end{cases}$$

where $p(\chi’ | M, \chi, a)$ is the probability of the object-level planner transitioning to configuration $\chi’$, given that it was in configuration $\chi$ and ran on the object-level MDP $M$ for one metalevel timestep, using the hyperparameters specified by $a$;

- $C^M : S \times A \rightarrow \mathbb{R}_{\geq 0}$ is defined as follows:

$$C^M(\chi, a) = \begin{cases} \lambda(M) & \text{if } a = \text{PLAN} \\ V^\pi_{\chi} & \text{if } a = \text{EXEC}, \end{cases}$$

where $\lambda(M)$ is the cost of planning for one metalevel timestep in MDP $M$ and $\pi_\chi$ is the object-level planner’s current policy; and

- $G^M = \{\text{DONE}\}$.

A cost-minimising metalevel policy $\pi^M : S^M \rightarrow A^M$ for $M^M$ minimises the sum of expected total planning cost and expected object-level policy execution cumulative cost. In the definition of $M^M$, we assume that $X$ contains all the internal features necessary to build Markovian internal state dynamics. These dynamics might still be probabilistic because the object-level algorithm itself will typically have a probabilistic nature (e.g. successor sampling in trial-based search). Furthermore, to ensure that the metalevel cost minimisation objective is meaningful, we assume that the cost of thinking $\lambda(M)$ uses the same unit as the object-level MDP cost. For example, the metalevel problem might be minimising total time spent.

Note that $V^\pi_{\chi}$ can be interpreted as the quality profile of the anytime planner, i.e., given a planner configuration, it provides a measure of the quality of the solution. With full knowledge of $p(\chi’ | M, \chi, a)$ and $V^\pi_{\chi}$, the metalevel MDP could be solved to find an optimal metalevel policy. However, two key factors make this infeasible.

Firstly, for practical planners, the configuration space $X$ is prohibitively large, making offline solution impractical. Online solution raises the spectre of metareasoning overhead. Even more critically, the configuration dynamics depend on the MDP instance $M$. Evaluating the transition dynamics of $X$ on $M$ is at least as hard as solving $M$ itself, negating the value of performing metareasoning (Lin et al. 2015).

Secondly, although the configuration includes a representation of the current policy $\tilde{\pi}_\chi$, the expected cost $V^\pi_{\chi}$ of this solution is not necessarily readily accessible. Many MDP solution algorithms simultaneously carry out policy improvement and policy value estimation. They will only precisely calculate the expected cost of the optimal policy at convergence. Of course, the current policy can be evaluated on the current MDP instance, but this must be done sparingly to avoid metareasoning overhead. Next, we propose an abstraction of the metalevel MDP which addresses these issues.

**Method**

Abstracting the Metalevel MDP

Inspired by Bhatia et al. (2022), we begin by abstracting $X$ to $\Omega$, where $\Phi_X : X \rightarrow \Omega$ provides a smaller representation of algorithm features. Features $\Phi_X(\chi)$ are hand-designed and algorithm specific, and aim to act as surrogates for the full configuration $\chi$. Examples include the total number of trials or state expansions carried out, the depth of a Monte-Carlo search tree, statistical properties of the lengths of sampled trajectories, or value function estimates.

To learn a policy that is good in expectation across the space of all MDPs in the domain $D$ of object-level problems, we extend the state-representation of the abstracted metalevel MDP to include a context vector representing the object-level instance $M$ being solved. By learning the correlations between context vector values and algorithm performance, we
can approximate the effects of the object-level MDP instance on \( p(\chi' \mid M, \chi, a) \). The information contained in the context vector is based on what the system could be reasonably expected to know about the problem it is solving, and thus is problem-dependent. For example, in our race track domain experiments, the context vector contains the maximum speed and probability of acceleration failure for the agent’s car. We denote the context set as \( \Psi \), and define the function \( \Phi_D : D \to \Psi \) which maps an MDP \( M \) to its context vector \( \Phi_D(M) \). The cost of thinking \( \lambda(M) \) is also included in the context vector, as it is also a constant property of the object-level MDP instance. The context vector can be treated as a part of the state of the abstract metalevel MDP which is set in the initial state according to \( p(M) \), and remains fixed during execution.

We can now define our abstract metalevel MDP:

**Definition 2** The abstract metalevel MDP is defined as \( \hat{M} = (\hat{S}, \text{init}_0, A, \hat{T}, \hat{C}, \hat{G}) \), where:

- \( \hat{S} = \Omega \times \Psi \setminus \{\text{DONE}\} \), i.e., a state is either of the form \((\omega, \psi)\) where \( \omega \) is the current value of the algorithm features and \( \psi \) is a context vector representing the object-level MDP being considered; or is the final state \( \text{DONE} \) which represents sending the current object-level policy for execution;
- For \( s = (\omega, \psi) \in \hat{S} \):
  \[
  \text{init}_0(s) = \begin{cases} 
    \int_{\{M \mid \Phi_D(M) = \psi\}} p(M) dM & \text{if } \omega = \omega_0 \\
    0 & \text{otherwise},
  \end{cases}
  \]
  where \( \omega_0 \) are the planner initial feature values (i.e. the initial context vector value distribution is calculated via marginalisation over \( p(M) \));
- As with the metalevel MDP, \( \hat{T} \) moves \( M \) to state \( \text{DONE} \) with probability 1 when action \( \text{EXEC} \) is selected. For \( s = (\omega, \psi), s' = (\omega', \psi) \in \hat{S} \) and \( a \in A \), \( \hat{T}(s, a, s') \) is the probability of the planner moving to a configuration \( \chi' \) such that \( \Phi_X(\chi') = \omega' \), given that its algorithm features were \( \omega \) and it ran for one metalevel timestep, using the hyperparameters specified by \( a \);
- The cost function \( \hat{C} \) is only action-dependent and defined as \( \hat{C} = C \).

Note that the action space and goal state of the abstract metalevel MDP are the same as the metalevel MDP in Def. 1. Its behaviour is similar to the metalevel MDP, but it (i) operates over a small set of algorithm features rather than its full internal configuration, to achieve scalability; and (ii) considers all possible MDPs in \( D \) using a context vector which is fixed during execution and distributed in the initial state according to \( p(M) \). We do not have access to a closed-form definition of \( \hat{T} \). Hence, next we propose a general deep RL algorithm that learns the value function and optimal policy for \( \hat{M} \). This approach assumes that the transition function remains Markovian when defined over a state-space based on abstraction \( \Phi_X \). In future work, we will investigate how to relax this assumption by allowing the agent to reason using a history of its past actions and observations, e.g., using a recurrent, LSTM or transformer architecture.

Algorithm 1: General deep RL on the abstract metalevel MDP

**Input:** Problem distribution \( p(M) \), object-level algorithm \( \text{PLANNERALG} \), default policy \( \hat{\pi} \), number of training episodes \( M_e \), object-level planning time per metalevel timestep

**Output:** Trained policy \( \pi^M_\theta \)

1: Initialise \( \pi^M_\theta \) randomly
2: for episode = 1, \ldots, \( M_e \) do
3: Sample \( M \) from \( p(M) \)
4: \( \psi \leftarrow \) calculate MDP context \( \Phi_D(M) \)
5: \( \chi \leftarrow \) initial configuration of \( \text{PLANNERALG} \) for \( M \)
6: \( \omega \leftarrow \) calculate features \( \Phi_X(\chi) \)
7: \( \hat{s} \leftarrow (\omega, \psi) \)
8: repeat \{ run episode \}
9: \( \hat{a} \leftarrow \) select action using \( \pi^M_\theta(\hat{s}) \)
10: if \( \hat{a} = \text{EXEC} \) then
11: \( \hat{\pi}_\chi \leftarrow \) best solution from current configuration \( \chi \), completed by \( \hat{\pi} \)
12: \( \hat{c} \leftarrow \) estimate \( V_{\hat{\pi}_\chi} \)
13: \( \hat{s}' \leftarrow \text{DONE} \)
14: else \{ \( \hat{a} = (\text{PLAN}, \delta_1, \ldots, \delta_N, \alpha) \) \}
15: \( \chi \leftarrow \) update hyperparameters to \( \delta_1, \ldots, \delta_N, \alpha \)
16: \( \chi \leftarrow \) run planner for time \( \tau \)
17: \( \hat{c} \leftarrow \lambda(M) \)
18: \( \omega \leftarrow \) calculate new features \( \Phi_X(\chi) \)
19: \( \hat{s}' \leftarrow (\omega, \psi) \)
20: end if
21: Store \((\hat{s}, \hat{a}, \hat{c}, \hat{s}')\)
22: \( \hat{s} \leftarrow \hat{s}' \)
23: until \( \hat{s} = \text{DONE} \)
24: Update parameters of \( \pi^M_\theta \) using stored episode data
25: end for
26: return \( \pi^M_\theta \)

Unlike previous metalevel MDP formulations (Sung, Kaelbling, and Lozano-Pérez 2021; Bhatia et al. 2022), the state of our abstract metalevel MDP does not include the performance of the current policy. Thus, we cannot use a closed-form cost function based on a utility function that combines the current time and solution quality, as those methods do. Instead, we must learn the cost function from experience, using evaluations of the final policy cost at execution. This means that we are implicitly learning contextual and feature-based performance profiles for the planner algorithm.

**Deep RL for the Abstract Metalevel MDP**

An algorithm for training the RL metareasoning agent is given in Algorithm 1. To simplify the presentation, we abstract away the specifics of the exact RL algorithm used, although the algorithm structure is based on that proposed by Bhatia et al. (2022), which is similar to DQN (Mnih et al. 2015). Adapting our approach to an actor-critic framework is straightforward. Specifically, replacing DQN with an algorithm that supports a hybrid action space, e.g. Hybrid SAC (Delalleau et al. 2019), would enable continuous hyperparameter tuning alongside the discrete plan/act actions.

In Algorithm 1, each training episode corresponds to solv-
and then executing a policy in a single problem instance sampled from the problem distribution \( p(\mathcal{M}) \) (line 3). A new object-level planner is initialised for each problem instance (line 5). In line 7 the initial state contains the initial values of the planner features plus the context vector \( \Phi_D(\mathcal{M}) \) for the sampled problem, which does not change during the episode. At each timestep, the metalevel agent can choose to execute the current best object-level policy (completed by the default policy) \( \tilde{\pi}_X \) (line 10) or to continue planning (line 14).

If the agent chooses to execute, we estimate the expected cost of the completed policy \( \tilde{\pi}_X \), by sampling \( N \) trajectories of \( \mathcal{M} \) under \( \tilde{\pi}_X \), and taking their average cumulative cost (line 12). With this final cost, the metalevel MDP transitions to its final absorbing state DONE (line 13) and the episode ends (line 23). If the agent chooses to continue planning, the action specifies the object-level planner hyperparameters to use for the next timestep (line 15). These are used by the object-level planner to plan for a single metalevel timestep (line 16) which, we recall, can correspond to many iterations of the object-level planner. The thinking step costs \( \lambda(\mathcal{M}) \) (line 17), and causes the features \( \Phi_X(\chi) \) to evolve (line 18). This is reflected in the updated state (line 19).

Experienced state transitions are used to update the learned policy (line 24), depending on the specific RL algorithm. As the RL agent chooses when to terminate deliberation, the metalevel episode length is not fixed. In practice, we set a maximum number of timesteps per episode, and force the action choice to be EXEC after that number. The policy-dependent episode length has the advantage that the algorithm performance data collected is only that which is relevant to the metareasoning task. By comparison, sequence prediction methods such as that proposed by Sung, Kaelbling, and Lozano-Pérez (2021) require training on performance profiles that are run to full convergence. This can take a long time due to diminishing returns as the algorithm converges.

**Experiments**

**Object-Level Algorithm: Weighted BRTDP**

Automatic hyperparameter tuning is generally useful to improve algorithms’ performance (Falkner, Klein, and Hutter 2018), and one would expect a hyperparameter-tuning learning agent to learn the optimal hyperparameters to use for a problem distribution \( p(\mathcal{M}) \). However, we wish to demonstrate the *metareasoning-specific benefits* of hyperparameter tuning. To do so, we introduce a hyperparameterised version of BRTDP (McMahan, Likhachev, and Gordon 2005), which we call Weighted BRTDP (WBRTDP). By allowing the metalevel agent to change the weighting hyperparameter, we can give it more control over the object-level algorithm’s behaviour. Specifically, we expect it to learn to use weights that lead to fast, imperfect solutions when the cost of planning \( \lambda \) is high relative to the cost of object-level policy execution.

The algorithm is inspired by variants of A* and AO* (Hansen and Zhou 2007; Bonet and Geffner 2012) which use inadmissible heuristics to bias the algorithms’ convergence behaviour. WBRTDP allows switching between different lower-bound heuristics during the search process, with minimal overhead. Figure 2 shows WBRTDP running on a single instance of the racetrack problem (described below), using differing fixed heuristic values for each line. With the admissible (\( h_l = 0.0 \)) fixed heuristic for all states, the algorithm converges to the true optimal policy some time after time \( t_2 \). However, early in the search process (e.g. at \( t_1 \)), the inadmissible heuristic values enable much faster convergence to a suboptimal policy. We detail WBRTDP and the features we used for metareasoning in the supplementary material.

**Deep RL Algorithm**

In our experiments we use DQN (Mnih et al. 2015), a frequently-used model-free deep RL algorithm. The action space for the algorithm is the EXEC action or choosing to set the heuristic weight to a value \( h_l \in \{0.0, 10.0, 20.0, 30.0\} \). Further details on the implementation of DQN for our method can be found in the supplementary material.

**Experiment Domains**

We generate object-level MDP problems from problem distributions in two domains.

The *deep sea treasure (DST) domain* is similar to that in Figure 1, but larger. Object-level solution improvement in this domain can result from the planner optimising its path to a given treasure, or finding a better treasure. Finding a better treasure will generally cause a larger improvement in the solution expected cost. This makes the domain interesting for metareasoning problems: performance profiles will typically not show diminishing returns behaviour.

The domain was originally proposed as a deterministic multi-objective episodic MDP by Vamplaw et al. (2011). We convert it to a probabilistic single-objective SSP. The agent starts in the top left corner of a grid world with randomly sampled dimensions, with actions that probabilistically accelerate it in the eight cardinal directions. With probability \( P_{\text{fail}} \), the acceleration action fails. Each action (including no acceleration) has a fixed time cost of 1. Final rewards for gathering treasure are converted to costs. The cost of a treasure-collection action is the maximum value of treasure generated in this problem class minus the value of the treasure collected. The default policy is to proceed directly downwards from the current state. The shape of the sea floor, treasure locations, treasure values and \( P_{\text{fail}} \sim \text{Uniform}(0, 0.3) \) are randomly sampled. Deeper states correlate with higher average treasure values. \( P_{\text{fail}} \), the \( x \) and \( y \) dimensions of the problem instance,
and max velocity $v_{\text{max}} \in \{1, 2\}$ are provided as context to the metalevel agent.

The **race track (RT) domain** is a grid world originally described by Barto, Bradtke, and Singh (1995), and used by McMahan, Likhachev, and Gordon (2005) to evaluate their BRTDP algorithm. The state space $(x, y, v_x, v_y) \in S$ is 4 dimensional and consists of 2D position and velocity. Actions are to accelerate in any of the 8 cardinal directions, or to do nothing. Actions fail to have any effect with probability $P_{\text{fail}}$. Colliding with a wall sets the velocity to zero. The initial state is a state on the start line and goal states are the racetrack finish line. The default policy is to proceed at a constant speed of 1 in the direction along the track.

Problem instances for this domain are randomly generated 28 × 21 racetrack layouts, combined with randomly sampled maximum velocities and action failure probabilities. The maximum allowed velocity of the agent in each axis is $v_{\text{max}} \in \{3, 4\}$ with equal probability, and $P_{\text{fail}} \sim \text{Uniform}(0, 0.3)$. These two values are provided to the metalevel agent as context. Challenges for metareasoning in this domain are the relatively large 4-dimensional state space, and the object-level planner’s uninformative heuristic function. Unlike the DST domain, goal states are located some distance from the agent’s start state. This can lead to planning algorithms taking a long time to generate an initial solution.

For the experiments we define time in units of object-level planner state visits. For WBRRTD, a state visit consists of evaluating transition probabilities and carrying out a backup at a state, which can be assumed to take constant time if the number of actions and transitions available is similar across all states. Using this instead of elapsed real time aids repeatability by negating external effects, such as varying processor task load impacting processing time. The maximum time for a metareasoning episode is 10K state visits for the DST domain or 100K state visits for the RT domain. This is divided evenly into 20 metalevel timesteps. For each problem instance, the thinking cost per metalevel timestep is sampled from $\text{Uniform}(0, 10.0)$. For both domains, illustrations and additional details are given in the supplementary material.

For each method, we evaluate across 8 DQN agents trained from differing random seeds. Agents are trained with 300K steps (RT) or 600K steps (DST) of experience, and their best performing checkpoint (evaluated on a non-overlapping evaluation set) is used in the experiments. Experiments are run using a held-out set of 1000 problems sampled from $p(M)$.

**Results**

We compare our method to two alternative ways of addressing the lack of solution quality knowledge. These methods use the known-solution-quality cost function from previous works (Sung, Kaelbling, and Lozano-Pérez 2021; Bhatia et al. 2022), but differ in how they estimate the current solution quality. The first estimation method, MidBound, uses the midpoint of the BRTDP bounds as an estimate of the expected cost of the solution. This is readily available and cheap to compute, but is likely inaccurate. The second method, PolicyEval, evaluates the current object-level policy on the object-level MDP at each metareasoning step. This gives an accurate estimate of the current solution quality, but is expensive to compute. The additional reasoning increases the cost of thinking incurred by the metalevel agent by a constant factor, which we measure empirically as described in the supplementary material.

Additionally, we compare performance with ablations of our method that disable certain components. The NoFeatures ablation removes algorithm features from the RL agent state, the NoContext ablation similarly removes the problem context, and the NoTuning ablation disables hyperparameter tuning so carries out only stopping time optimisation.

We do not compare with the metamyopic agent proposed by Lin et al. (2015) as their setting is online (rather than single-shot) metareasoning. Furthermore their method relies on predicting BRTDP bounds behaviour from the last step’s bounds behaviour. In almost all cases in our experiments, it takes more than one metalevel timestep for the planner to generate an initial solution. This would result in the metamyopic agent assuming zero possibility of solution improvement and always executing after a single thinking step.

Figure 3 shows the combined thinking and acting cost for each method in the DST domain. Performance is normalised for each problem instance, where 0.0 is the expected cost of the optimal object-level solution (equivalent to the optimal metalevel cost assuming zero thinking cost) and 1.0 is the expected cost of the default policy. It is not possible for the metalevel agent to achieve a cost lower than the optimal object-level solution, as $\lambda \geq 0$. This is a similar concept to the metareasoning gap presented by Lin et al. (2015).

In the DST domain, our method achieves the lowest cost on average. The NoContext ablation performs the worst of the ablations, as this learning agent does not know the cost of thinking for the current problem. At best it can only optimise its behaviour in expectation for the cost of thinking distribution in the problem distribution. All ablations show a range of deliberation time, demonstrating that they are carrying out metareasoning based on the problem at hand rather than converging on a fixed metalevel episode length that suits the problem distribution. In fact all ablations have a termination time ranging from the earliest timestep to the latest timestep.

The two methods that estimate solution quality, MidBound and PolicyEval, have a much narrower range of deliberation time and incur more cost on average. For MidBound, the agent’s estimate of the current solution quality is particularly inaccurate at the start of the episode, where the WBRRTD bounds are very loose. This leads to myopic behaviour and early termination. On the other hand, PolicyEval incurs an increase in thinking cost by having to evaluate its current policy at every metalevel decision step. For this problem setting and object-level implementation, the increase in thinking cost varied from around 50% to 100%. This is too high a cost to be offset by the improved solution quality estimate. Given the high cost of thinking, it converges to always terminating very early in the episode.

For the RT domain (Figure 4), the NoFeatures ablation performs almost identically in cost and metalevel episode length to the full method, although it does have higher standard deviation in cost. This suggests that for this domain the algorithm features are not particularly useful, and good performance can be achieved based on other state features.
The mean metalevel episode length for the NoTuning ablation significantly differs from the median and quartiles. This could result from a small proportion of long episodes and a large proportion of immediate execution. This makes sense for an ablation which can only perform the slowest, most optimal planning, and chooses to do this only when the cost of thinking is low. Finally, the MidBound estimation method is more successful in this domain than in the DST domain, but still performs poorly compared to our method.

We analyse the statistical significance of these results using the one-sided Mann-Whitney U test. Our method is significantly better ($p = 0.01$) than all ablations and alternative solution quality estimation methods in both domains, except for the NoFeatures ablation in the RT domain.

In order to demonstrate the metareasoning behaviour of our method, we study metalevel episode length in more detail in the DST domain. For the held-out problem set, Figure 5 shows the relationship between the cost of thinking for an episode $\lambda(M)$ and the timestep at which the metalevel agent chooses the EXEC action. There is a strong negative correlation between the two, indicating that the agent is more likely to terminate early when the cost of thinking is high. The figure also shows the agent’s hyperparameter optimisation behaviour. Rather than learning a fixed optimal hyperparameter value for the problem distribution, the agent is clearly adapting its hyperparameter values to the cost of thinking in the current problem. Higher costs of thinking correlate with higherWBRTDP heuristic weights. Higher heuristic weights decrease the time taken for the planner to generate an initial imperfect solution, as illustrated in Figure 2.

**Conclusion**

This paper has presented a learning-based method to achieve non-myopic metalevel control of probabilistic planning algorithms. Our abstraction of algorithm configuration to algorithm features may lead to a non-Markov state transition function, which could be addressed in future work using a recurrent, LSTM or transformer architecture. We also aim to extend this method to the online planning rather than single-shot planning setting, widening its applicability. Finally, the assumption of a default object-level policy could be lifted by reasoning about both the goal-reaching success probability and the expected cost of the current policy.
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