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Abstract

Large language models (LLMs) have shown impressive abilities for open-domain NLP tasks. However, LLMs are sometimes too footloose for natural language understanding (NLU) tasks which always have restricted output and input format. Their performances on NLU tasks are highly related to prompts or demonstrations and are shown to be poor at performing several representative NLU tasks, such as event extraction and entity typing. To this end, we present SeqGPT, a bilingual (i.e., English and Chinese) open-source autoregressive model specially enhanced for open-domain natural language understanding. We express all NLU tasks with two atomic tasks, which define fixed instructions to restrict the input and output format but still “open” for arbitrarily varied label sets. The model is first instruction-tuned with extremely fine-grained labeled data synthesized by ChatGPT and then further fine-tuned by 233 different atomic tasks from 152 datasets across various domains. The experimental results show that SeqGPT has decent classification and extraction ability, and is capable of performing language understanding tasks on unseen domains. We also conduct empirical studies on the scaling of data and model size as well as on the transfer across tasks. Our models are accessible at https://github.com/Alibaba-NLP/SeqGPT.

1 Introduction

Recent advancements in large language models (LLMs) have demonstrated their impressive ability across various NLP tasks (Kaplan et al. 2020; Wei et al. 2022b; Chung et al. 2022; Li et al. 2023c,d,b). Regarding natural language understanding (NLU) tasks, although the next-word-prediction approach utilized by language models implies little bias to the task-specific output structures, such as spans in named entity recognition (NER) and triplets in relation extraction (RE), numerous attempts (Qin et al. 2023; Wei et al. 2023; Wadhwa, Amir, and Wallace 2023; Ashok and Lipton 2023) have been made to apply LLMs to open-domain NLU tasks through the application of prompt engineering, mainly due to the LLMs’ exceptional ability of generalization and instruction-following (Figure 1). However, the direct application of LLMs comes with notable drawbacks. Instruction-following necessitates the use of a sufficiently large model (Kaplan et al. 2020; Wei et al. 2022b), for example, GPT-3 (Brown et al. 2020) has 175B parameters, which can lead to considerable inference costs and challenges in customization (Hu et al. 2022; Liu et al. 2022a,b). In addition, prompt engineering is crucial to achieve promising performance and ensure adherence to output format standards. However, it is highly empirical and the models may not consistently abide by it (Chase 2022; Gravitas 2023).

To perform NLU tasks more effectively, some researchers (Wang et al. 2022a, 2023a; Lu et al. 2023; Chen et al. 2022; Zhang et al. 2023) have focused on continuing to train moderate-sized foundation models (approximately 10B parameters, e.g., BLOOM-7B1 (Scao et al. 2023)), which not only improve computational friendliness but also deliver competitive capabilities, in a manner of unifying various tasks. Data consumed in the training procedure can be sourced from either an aggregation of existing close-domain datasets (Wang et al. 2022a, 2023a) or open-domain but noisy datasets generated through approaches such as weak supervision (Lu et al. 2023) and interaction with LLMs (Wang et al. 2023b). The extra training purportedly empowers moderate-sized models to surpass their large-scale counterparts in zero-shot performance across various NLU benchmarks. These tuned models can also provide a stable standard output interface, making evaluation and downstream application convenient.

Our research is in the line of enhancing the NLU ability of LLMs via training but involves a broader range of NLU tasks and incorporates a greater diversity of open-domain
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Using the two datasets, we train Sequence understanding enhanced GPT, shortly SeqGPT, based on BLOOMZ (Mueenighoff et al. 2023), a family of instruction-tuned language models. Our training procedure consists of two stages: initially, pre-training using the diverse, albeit noisy, ChatGPT-generated data and subsequently fine-tuning with the collection of real NLU datasets. This strategy is driven by the intention to first enhance the ability of generalization with diverse data and then refine the model to align with human preferences. Our experiments revealed that SeqGPT consistently surpasses ChatGPT on zero-shot NLU benchmarks by a large margin. The key findings derived from our study can be summarized as follows:

- Scaling up the model size enhances performance.
- Simply scaling up the data size without considering diversity does not consistently yield better performance.
- Increasing task diversity improves performance, although this increase is logarithmic with respect to the number of tasks.
- Larger models are capable of generalizing across languages and tasks.

## 2 Method

### 2.1 Unified Approach

In order to solve a novel open-domain task, a language model expects a sequential input encoding both the sentence and necessary knowledge of the task and outputs answers accordingly. To tackle different NLU tasks with a single model and a consistent input-output format, we consider a unified approach that translates them into two atomic tasks:

- **Extraction (EXT):** This task identifies all relevant spans for each query. A query can be a single word, a phrase (as in traditional extraction tasks), or a natural language description (as in machine reading comprehension and instruction following).
- **Classification (CLS):** This task aims to associate the entire input with a suitable subset of the given labels, which permits both multi-class and multi-label classification.

For each atomic task, we design a simple prompt template, which consists of (1) some control tokens indicating different parts of inputs, (2) the specific text to be analyzed, and (3) a list of queries or labels of interest. Regarding the output, the answers are formatted into fixed and easy-to-parse forms depending on the type of atomic tasks. Particularly, for the extraction task, the answer is formatted as a single-line list containing answer labels taken from the provided label set.

Typically, most tasks only involve one atomic task. NLI and NER exemplify tasks that rely solely on classification and extraction, respectively. However, some tasks require decomposition into multiple atomic tasks. For example, relation extraction (RE) is performed first to identify spans via...
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Figure 2: The overview of SeqGPT. Each NLU task is translated into atomic tasks with consistent input-output formats. Black-/blue/red/purple tokens are templates/inputs/query or label lists/outputs.

extraction, followed by classification to discern the relationships between each span pair. Besides, we only make necessary efforts of prompt designing to handle task-specific input formats. Taking NLI as an example, its input contains two sentences (i.e., premise and hypothesis), so we concatenate them with a pre-defined separator. Figure 2 shows a brief illustration, and more details are presented in the appendix.

Contrary to previous studies on instruction tuning that require significant effort to design task descriptions (Wang et al. 2022b, 2023b,a), we inject task-specific information to our models via informative queries or labels. Therefore, the model can be generalized to new tasks and domains without human effort to craft new elaborate task descriptions. While this approach may potentially limit the performance due to the inflexible prior knowledge injection at inference time, our experiments show that, after continuous training on massive NLU tasks, the model learns how to solve NLU tasks and how to generalize, eliminating the need for additional information in the inference time, such that achieves a balance between efficiency and effectiveness.

As prompts are pivotal to achieving high performance, we examine various design possibilities, such as using language-specific or language-agnostic templates. A thorough discussion and experimental comparison will be displayed in the appendix.

2.2 Pre-training Data
Motivated by recent evidence that scaling data diversity benefits models’ generalization ability on unseen data (Wang et al. 2022b; Iyer et al. 2023), we construct a large-scale pre-training (PT) dataset with an extremely diverse label set and multiple domains, including Wikipedia, news, and medicine. For covering both atomic tasks, we consider three tasks: classification, entity typing, and NER, whose annotations are created by prompting ChatGPT to invent appropriate labels for each sample and identify corresponding answers in an open-domain setting. Regarding the data quality, we sampled 1% of the generated samples from each domain and assure the average label accuracy for CLS and EXT tasks are higher than 80% and 75% respectively. Finally, the PT dataset encompasses 1,146,271 instances and 817,075 distinct labels. Detailed statistics are shown in Table 1.

### Table 1: Statistics of the pre-training data. # denotes the number of inst. denotes instance.

<table>
<thead>
<tr>
<th>Lang.</th>
<th>Task</th>
<th># inst.</th>
<th># token</th>
<th># label</th>
</tr>
</thead>
<tbody>
<tr>
<td>En</td>
<td>CLS</td>
<td>50,172</td>
<td>4,914,471</td>
<td>22,002</td>
</tr>
<tr>
<td></td>
<td>ET</td>
<td>212,734</td>
<td>21,594,059</td>
<td>84,461</td>
</tr>
<tr>
<td></td>
<td>NER</td>
<td>60,094</td>
<td>9,803,353</td>
<td>117,300</td>
</tr>
<tr>
<td>Zh</td>
<td>CLS</td>
<td>49,917</td>
<td>7,283,509</td>
<td>32,209</td>
</tr>
<tr>
<td></td>
<td>ET</td>
<td>576,839</td>
<td>170,318,622</td>
<td>143,935</td>
</tr>
<tr>
<td></td>
<td>NER</td>
<td>196,515</td>
<td>46,210,373</td>
<td>417,168</td>
</tr>
<tr>
<td>All</td>
<td></td>
<td>1,146,271</td>
<td>260,124,385</td>
<td>817,075</td>
</tr>
</tbody>
</table>

Negative Label Generation The PT data generated by ChatGPT cannot be used for training directly because of the lack of negative labels. We adopt a simple strategy: augmenting samples in the PT data with random labels sampled from the set of all labels occurred in the corresponding PT task (i.e., CLS, ET and NER). Due to the large amount of the set (as shown in Table 1), these sampled labels are likely irrelevant to the input sentence, so it is safe to assume the absence of a corresponding answer.

2.3 Fine-tuning Data
To further calibrate models to perform NLU tasks and eliminate effects caused by errors in the PT dataset, we collect massive high-quality NLU datasets from different domains for fine-tuning. As illustrated in Figure 3, our fine-tuning (FT) dataset consists of 110 NLU datasets across two lan-
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languages, English and Chinese, and ten tasks, including IE tasks, such as NER, RE, and EE and other tasks which can be translated into the two atomic tasks, such as NLI and MRC. Besides a broad coverage of tasks, the data diversity is also guaranteed by their assorted source domains, including medicine, news, and dialogue with AI assistants, and different labels or queries with various granularity. Each task is translated into a combination of atomic tasks, resulting in 139 classification atomic tasks and 94 extraction atomic tasks. We manually select a small portion of the NLU datasets as the held-out set for zero-shot evaluation. We refer readers to the supplementary for the complete list of the included datasets.

Balancing data A large number of datasets are collected in our FT data to ensure diversity, but meanwhile, this introduces data imbalance. Taking two classification datasets as examples, IFLYTEK (Xu et al. 2020) and AG News (Zhang, Zhao, and LeCun 2015) contains 124 and 31,900 instances per label in average, respectively. In our implementation, we combine collected and sample data uniformly and randomly. The imbalance potentially causes underfitting tasks with abundant samples or oversampling on small datasets. Therefore, we set a quota for each dataset-label pair for balancing data. We use the whole set of instances without up-sampling for those dataset-label pair with fewer instances than the quota.

2.4 Two-stage Training

We train SeqGPT based on BLOOMZ (Muennighoff et al. 2023), an instruction-tuned variant of BLOOM (Scao et al. 2023), with a two-stage training strategy, including pretraining and fine-tuning, as an allusion to the usage of different training data. In our preliminary experiments, this strategy outperforms the alternative: training with a simple mixing of the PT and FT data. Specifically, we use padding to build batches and mask out supervision on the input tokens and train the model with cross-entropy loss. Most hyperparameters, including optimization steps, learning rates, and batch size, are consistent across all experiments. More training details including hyper-parameters are listed in the appendix to save space.

3 Experiments

3.1 Evaluation

Given the fact that LLMs sometimes generate reasonable but not exactly matched answers, the traditional Micro-F1 metric is not smooth enough for evaluation. To mitigate this and make the evaluation more minor-flaw-tolerant, we propose to combine Micro-F1 and a more smooth ROUGE score as the overall metric. Specifically, we take the average of ROUGE-1, ROUGE-2, and ROUGE-L (Lin 2004) as ROUGE score and take the average of Micro-F1 and ROUGE score as the final score.

To thoroughly evaluate the generalization ability, we evaluate SeqGPT on 233 held-in datasets and 49 held-out datasets. Specifically, the training split of held-in datasets is used during training, no sample from held-out datasets is seen during training, and all tasks involved in held-out datasets are seen during training. For efficiency, we randomly sample 48 records from each evaluation dataset’s valid and test split. Besides, terms of tasks translated to multiple atomic tasks, we simplify the evaluation to report the average scores over atomic tasks. Unless otherwise specified, all scores reported in this section are held-out performance for simplicity.

3.2 Baselines

We compared SeqGPT with the well-known large chat language model ChatGPT (OpenAI 2022) and instruction fine-tuned model series BLOOMZ (Fan et al. 2022).

3.3 Main Results

We compared the held-out performance of the SeqGPT family and baselines in Table 2. Based on the results, we have the following findings:

1. The smallest SeqGPT-560M surpasses the performance of ChatGPT by a large margin of 27.4, demonstrating the effectiveness of our framework and powerful natural language understanding ability can be learned by a compact small model. On the other hand, the overall score of ChatGPT might be hindered by the metric we adopted since the output format generated by ChatGPT is not always aligned with our evaluation data format. Besides, ChatGPT sometimes can not comprehend prompts, resulting in irrelevant responses. We refer readers to Section 3.7 for a more detailed analysis of comparing ChatGPT with SeqGPT.

2. The average score can be further improved to 65.5 by using a larger 7B1 backbone. This improvement can be attributed to better complex reasoning ability and more diverse world knowledge that comes with larger models.

3. The weakly supervised ultra-fine-grained pre-training data are helpful, especially for smaller models like SeqGPT 560M. Without using the pre-training data, the average performance of SeqGPT 560M drops from 57.2 to 53.9. Specifically, the scores of entity typing and slot filling, which require a diverse range of understanding of entities, drops significantly for SeqGPT of all sizes.

<table>
<thead>
<tr>
<th>Model</th>
<th>Size</th>
<th>CLS</th>
<th>EE</th>
<th>ID</th>
<th>MRC</th>
<th>NER</th>
<th>NLI</th>
<th>RE</th>
<th>SF</th>
<th>SA</th>
<th>ET</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChatGPT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>58.0</td>
<td>34.8</td>
<td>62.3</td>
<td>19.9</td>
<td>11.1</td>
<td>33.5</td>
<td>31.4</td>
<td>30.6</td>
<td>65.6</td>
<td>27.9</td>
<td>38.1</td>
</tr>
<tr>
<td>BLOOMZ</td>
<td>560M</td>
<td>5.3</td>
<td>1.6</td>
<td>3.6</td>
<td>4.4</td>
<td>0.0</td>
<td>5.8</td>
<td>0.7</td>
<td>0.0</td>
<td>11.30</td>
<td>3.3</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>1B7</td>
<td>5.6</td>
<td>2.4</td>
<td>0.9</td>
<td>3.8</td>
<td>0.0</td>
<td>10.1</td>
<td>4.3</td>
<td>0.0</td>
<td>16.0</td>
<td>3.5</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>3B</td>
<td>6.8</td>
<td>3.9</td>
<td>1.8</td>
<td>4.4</td>
<td>0.0</td>
<td>4.4</td>
<td>3.3</td>
<td>0.0</td>
<td>12.5</td>
<td>3.6</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>7B1</td>
<td>10.3</td>
<td>6.2</td>
<td>2.4</td>
<td>6.4</td>
<td>0.0</td>
<td>14.0</td>
<td>11.2</td>
<td>0.2</td>
<td>24.6</td>
<td>4.2</td>
<td>6.2</td>
</tr>
<tr>
<td>SeqGPT</td>
<td>560M</td>
<td>53.7</td>
<td>48.0</td>
<td>64.1</td>
<td>39.1</td>
<td>48.9</td>
<td>48.7</td>
<td>40.5</td>
<td>66.1</td>
<td>71.2</td>
<td>32.8</td>
<td>53.9</td>
</tr>
<tr>
<td>w/o pre-training</td>
<td>1B7</td>
<td>62.5</td>
<td>55.1</td>
<td>78.0</td>
<td>45.1</td>
<td>52.0</td>
<td>52.9</td>
<td>50.4</td>
<td>65.4</td>
<td>78.5</td>
<td>34.2</td>
<td>60.1</td>
</tr>
<tr>
<td></td>
<td>3B</td>
<td>65.9</td>
<td>59.7</td>
<td>79.9</td>
<td>45.4</td>
<td>53.8</td>
<td>57.9</td>
<td>51.6</td>
<td>70.1</td>
<td>76.0</td>
<td>37.4</td>
<td>62.2</td>
</tr>
<tr>
<td></td>
<td>7B1</td>
<td>72.7</td>
<td>63.4</td>
<td>83.3</td>
<td>49.2</td>
<td>55.5</td>
<td>60.4</td>
<td>57.4</td>
<td>71.7</td>
<td>73.5</td>
<td>43.1</td>
<td>65.4</td>
</tr>
<tr>
<td>SeqGPT</td>
<td>560M</td>
<td>57.3</td>
<td>56.8</td>
<td>72.9</td>
<td>38.8</td>
<td>50.9</td>
<td>51.4</td>
<td>43.9</td>
<td>70.0</td>
<td>71.7</td>
<td>38.8</td>
<td>57.2</td>
</tr>
<tr>
<td>w/o pre-training</td>
<td>1B7</td>
<td>67.9</td>
<td>57.2</td>
<td>80.9</td>
<td>43.8</td>
<td>52.7</td>
<td>57.5</td>
<td>56.7</td>
<td>70.1</td>
<td>77.2</td>
<td>48.1</td>
<td>62.8</td>
</tr>
<tr>
<td></td>
<td>3B</td>
<td>68.5</td>
<td>60.9</td>
<td>77.2</td>
<td>48.8</td>
<td>54.8</td>
<td>62.5</td>
<td>54.3</td>
<td>75.1</td>
<td>73.1</td>
<td>48.9</td>
<td>64.0</td>
</tr>
<tr>
<td></td>
<td>7B1</td>
<td>70.9</td>
<td>63.1</td>
<td>80.9</td>
<td>51.0</td>
<td>56.1</td>
<td>58.9</td>
<td>56.0</td>
<td>72.1</td>
<td>74.3</td>
<td>54.1</td>
<td>65.5</td>
</tr>
</tbody>
</table>

(4) Though effective, the performance gains achieved by utilizing pre-training data shrinks with larger models. We argue that this is because the ultra-fine-grained knowledge in our pre-training data can also be learned directly during the pre-training stage of LLMs, and such knowledge is better learned with increasing model size of pre-trained LLMs. On the other hand, the naive BLOOMZ 7B1 lags far behind even the smallest SeqGPT 560M. We find the output generated by BLOOMZ 7B1 can hardly be consistent with the instruction, indicating complex prompt engineering or few-shot examples might be required to leverage such general instruction following model to solve open-domain NLU tasks.

3.4 Scaling Analysis
We extensively study the performance of models with respect to the scaling of model sizes, number of samples per task, and number of distinct tasks and discover all these factors are crucial for building an open-domain sequence understanding model.

Model Size We trained a series of models in different sizes based on the BLOOMZ family (Fan et al. 2022) from 560M to 7B1 to explore the scaling effect of model sizes. Results in Figure 4 show both the held-in and the held-out performance increase with a larger backbone that complies with the results found in Chowdhery et al. (2022). Furthermore, the large gap between the held-in and held-out performance reveals the difficulty of open-domain NLU, indicating that there is still great space for SeqGPT to improve the generalization ability. We find the improvement in held-in evaluation is fewer compared with the held-out evaluation. We believe the held-out score can better reflect the performance in real applications.

Number of Training Datasets Besides the model size, the number of training datasets is also the major factor to impact the resulting performance, so we also conduct experiments to explore this effect. Results in Figure 5 indicate that the performance of our SeqGPT models increases in a logarithmic manner with more datasets used for training. Based on such observation, we believe that adding more training datasets is an efficient and straightforward approach to improve the performance further since our held-in corpora are still small compared to opulent real application scenarios.

3.5 Cross-language Generalization
We use a great amount of training data from both English and Chinese. To explore the effect of data from each language and the cross-language generalization ability of SeqGPT, we conduct extensive experiments, and the main results are shown in Table 3. We find that the models trained with a single language (English/Chinese) can generalize to tasks in the other language (Chinese/English) and achieve
reasonable performance. Comparing the model trained with data in English and in both languages, we find the scores on both English tasks and Chinese tasks can be improved, showing there are skills shared between languages that can be learned through a multilingual training stage.

### 3.6 Cross-task Generalization

Though sharing mostly the same prompts in our framework, the skills needed to solve different tasks is diverse. To analyze how SeqGPT works on tasks not seen during training and how the training task affects the performance of different test tasks, we train a series of models with only one task, and results are shown in Figure 7. Based on the results we find models achieve the best evaluation performance when the evaluation task is the same as the training task except for the NLI task. For NLI performance, we find the model trained on the NLI task even achieves the worst performance. We argue this is because the way to classify sentence pairs differs across NLI datasets. As a result, models trained on only NLI datasets can hardly transfer the classification boundaries learned from the held-in datasets to held-out datasets. Models trained on EE, MRC, and RE can generalize well to all test tasks, demonstrating the diverse knowledge required to solve these tasks are also crucial for other tasks and can serve as a great training resource for models targeting general domain NLU.

### 3.7 Human Evaluation

For a more comprehensive analysis, we perform a human evaluation on the held-out datasets. The evaluation recruits ten well-educated annotators and presents them with answers generated by ChatGPT and SeqGPT-7B1. Annotators are required to decide which model gives the better answer or two models are tied with each other. Results are shown in Figure 8. From the results, we can find that SeqGPT-7B1 achieves higher performance on seven out of ten NLU tasks, demonstrating the effectiveness of training the model with a wide range of NLU tasks incorporating a great diversity of open-domain data. Also, we found the output of SeqGPT-7B1 is much more concise than the output of ChatGPT, making the interpretation easier and consequently reducing the engineering complexity to use the model. However, the results also indicate that medium-size models like SeqGPT-7B1 still lack the complex reasoning abilities to solve complicated tasks such as NER and SF.

### 4 Related Work

#### 4.1 Large Language Models

Autoregressive language models have rapidly scaled up, reaching billions of parameters and trillions of training tokens. This has resulted in many emergent abilities such as few-shot learning, in-context learning, and reasoning (Bubeck et al. 2023; Wei et al. 2022b). Examples include GPT-3 (Brown et al. 2020), Chinchilla (Hoffmann et al. 2022), Llama (Touvron et al. 2023a,b) and BLOOM (Scao et al. 2023). LLMs can be prompted to perform downstream tasks without training, such as ChatIE for IE tasks (Wei et al. 2023), PromptNER for NER tasks (Ashok and Lipton 2023) and Liu et al. (2023) for text-to-SQL tasks. We refer the readers to (Zheng et al. 2023; Li et al. 2023a) and references therein for more details.

In this study, we adopt BLOOMZ (Muennighoff et al. 2023), a BLOOM-based instruction-tuned model, as the

---

**Table 3: Performance of SeqGPT-1B7 trained with different settings of training languages.**

<table>
<thead>
<tr>
<th>Training Languages</th>
<th>EN Score</th>
<th>ZH Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>57.59</td>
<td>51.98</td>
</tr>
<tr>
<td>Chinese</td>
<td>52.66</td>
<td>64.57</td>
</tr>
<tr>
<td>Chinese + English</td>
<td>58.83</td>
<td>65.23</td>
</tr>
</tbody>
</table>

**Figure 5: Held-out performance of SeqGPT in different sizes scaling with respect to the number of training datasets in the held-in set.**

**Figure 6: Held-out performance of SeqGPT scaling with respect to the number of samples per dataset.**

**Figure 7: Held-in data scaling with respect to the number of training datasets in the held-in set.**

**Figure 8: Human evaluation results.**
backbone due to its exceptional multilingual performance among publicly available models and superior generalization capabilities compared to BLOOM.

4.2 Instruction Tuning
Instruction tuning (Wei et al. 2022a; Wang et al. 2022b; Sanh et al. 2022; Li et al. 2023e) is a novel finetuning paradigm that trains language models on numbers of tasks described using natural language instructions. It has shown potential benefits in aligning better with human preferences, yielding more truthful, useful, and less harmful output (Ouyang et al. 2022; Lou, Zhang, and Yin 2023). Furthermore, it has demonstrated enhanced task-specific performance (Longpre et al. 2023; Jang et al. 2023; Ivison et al. 2023) even tuning only on a single task (Lee et al. 2023; Gupta et al. 2023; Chen et al. 2023), as well as generalization capabilities for unseen tasks (Wang et al. 2022b, 2023b). Most instruction-tuning methods leverage datasets covering some NLU tasks but with poor coverage of tasks and domains. For a specialized model, Wang et al. (2023a) train InstructUIE on wide IE tasks with various instructions and Parmar et al. (2022) build a biomedical LLM with a collection of biomedical datasets across multiple tasks with human-crafted instructions.

4.3 Unified Models for NLU
Diverse NLU tasks emphasize different aspects of languages. Multitask learning has emerged as a prevalent topic, taking advantage of jointly modeling selected subsets of NLU tasks, such as enabling the use of more training data or modeling similarities between tasks (Thrun 1995; Caruana 1997; Miller et al. 2000; Sutton, McCallum, and Rohanimanesh 2007; Liu, Qiu, and Huang 2016; Liu et al. 2019; Lu et al. 2022a, among others). When incorporating more tasks, sequence generation models become compelling options because free texts may be the most straightforward way to encode all outputs of various NLU tasks. UIE (Lu et al. 2022b) unify the inputs of IE tasks through a schema-based prompt mechanism and the outputs through the novel structural extraction language. Consequently, given suitable prompts, it can perform novel NLU tasks using the common semantic understanding ability learned. Subsequently, InstructUIE (Wang et al. 2023a) extends UIE by instruction tuning a stronger backbone model (e.g., Flan-T5 11B), showing strong zero-shot performance. USM (Lou et al. 2023) is another unified IE model based on a link prediction mechanism named semantic matching.

5 Conclusions
In this study, we introduce SeqGPT, a unified model devised to handle various NLU tasks by translating different NLU tasks into two common atomic tasks. In this way, SeqGPT offers a consistent input-output format, enabling it to solve unseen tasks by prompting arbitrarily varied label sets without tedious prompt engineering. To achieve strong generalization ability, we train the model using novel ultra fine-grained synthetic data and a massive collection of NLU datasets on various domains. The training is further enhanced with effective data balance and randomly sampled negative labels. Both automatic benchmarks and human evaluation on unseen tasks show that SeqGPT achieves consistent improvements over ChatGPT. In addition, we conduct comprehensive experiments to investigate behaviors of scaling, revealing a logarithmic correlation between the quantity of training tasks and model performance. We have also evaluated SeqGPT’s ability to generalize across various tasks and languages. Nevertheless, our findings raise new questions. Why does the PT data fail to enhance SeqGPT-7B1, while an increase in FT data does? How to generate more high-quality NLU data to fill the data hunger of SeqGPT? We hope future research on these questions to further improve open-domain NLU models.
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