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Abstract
Automated construction of annotated data holds significant importance in Relation Extraction (RE) tasks due to the hardness and cost of human annotation. In this work, we propose Self-RDGS, a method for Self-supervised Reliable Data Generation and Selection in low-resource RE tasks. At first, we fully utilize the knowledge of triplets as prompts to generate sentences by employing the Large Language Models (LLMs). Since the auto-generated data contains noise, we then propose a ranking-based data selection method to select reliable sentences. Finally, we integrate the data selection and RE model training within a self-supervised iterative framework. Through experimentation on three datasets with low-resource settings, we demonstrate the effectiveness of our proposed approach in constructing annotated data and achieving noteworthy improvements in comparison to multiple baselines. Code, data and models are available at https://github.com/jjyunlp/GenerationRE.

Introduction
Relation Extraction (RE) aims to identify the pre-defined relations between two entities within a given sentence, thereby plays an important role in many Natural Language Processing (NLP) tasks (Zhou et al. 2005). Nowadays, training a neural network model using a large amount of annotated data stands as the prevailing and efficacious strategy for constructing an RE system (Zeng et al. 2015; Soares et al. 2019). However, obtaining a large amount of annotated data for RE tasks poses a challenge due to the diverse definitions of relations (Hendrickx et al. 2010; Zhang et al. 2017), and human annotation remains a laborious and costly process. Consequently, numerous studies have concentrated on the automatic construction of annotated data.

One possible solution is the utilization of Distant Supervision (DS), a widely employed method for automatically constructing annotated data, under the assumption that if two entities participate in a relation, any sentence that contains the two entities might express the relation (Mintz et al. 2009). During constructing the data, we often apply the exact match strategy to search for the entities. We can easily obtain lots of triplets (e.g. the ones from Freebase¹) and free text, and consequently obtain a large amount of annotated sentences. However, the automatically annotated data from Exact Match-based Distant Supervision (EM-DS) contains significant noisy sentences, since the information of relations is completely ignored during matching (Lin et al. 2016; Ma et al. 2021).

Another solution to constructing annotated data for RE is through automatic text generation (ATG). Papanikolaou and Pierleoni (2020) propose a method to train a generator for each relation by fine-tuning GPT-2 (Radford et al. 2019). Chia et al. (2022), on the other hand, suggests explicitly incorporating relations as a prefix constraint to prompt the generator in generating annotated sentences. These prior studies achieve a certain success in generating synthetic data for RE tasks through automatic text generation. However, their methods do not consider the knowledge of entities during the generation process that may result in noisy sentences. Thus, we argue that fully utilizing the information of triplets, including both entities and relations, can provide valuable guidance to the generator that might generate higher quality training data.

In order to address the aforementioned challenges, we propose a method called Self-supervised Reliable Data Generation and Selection (Self-RDGS). In our approach, we first

¹The corresponding author is Wenliang Chen.
Copyright © 2024, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved.
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propose a novel data generation approach, Distant Supervision with Automatic Text Generation (ATG-DS), which fully uses the triplets to supervise the generation process, combining the merits of DS and ATG. In ATG-DS, we use the structured data guided prompt: the entities as the keywords and the relation as the constraint to build a generator based on Large Language Models (LLMs), which can make the generator more targeted. The preliminary experimental results show that our generator can provide better annotated sentences than the EM-DS and other ATG methods. However, the noise problem is still an issue in the data. As illustrated in Figure 1, for instance, some generated sentences express a relation different from “place of birth”. For each triplet, the annotated sentences generated by ATG-DS are added to a candidate pool. We then propose a ranking-based data selection to choose reliable annotated sentences from the pool by considering the global distribution over the pool while the generator outputs the sentences independently. Here, we make an assumption that “Most of the generated sentences in the pool express the relation in the target triplet, but some do not”. Consequently, rather than using the entire pool, we convert the de-noising problem to selecting a representative sentence for each triplet from the sentence pool.

In conclusion, this paper makes the following contributions:

- We propose a sentence generator ATG-DS, which utilizes the triplets to supervise the automatic text generation. Compared with DS and ATG, our generator can yield better annotated sentences by using both the information of entities and relations.
- We propose a ranking-based data selection method which can denoise the candidates generated by the ATG-DS. Our final system Self-RDGS is trained in a self-supervised iterative framework with the data selection procedure.
- Our experimental results on three datasets validate the effectiveness of the Self-RDGS approach. Furthermore, a detailed analysis of the experiments highlights the presence of noise in the generated data, which can be mitigated by our data selection method.

Methods

In this section, we begin by defining the task in this work, followed by a comprehensive description of our Self-RDGS method, which is divided into three main components: 1) the generation of auto-annotated data; 2) the selection of reliable data; and 3) the training of our RE model.

Task Formulation

In this work, our resources consist of the seed data, which comprises a small number of human-annotated sentences denoted as \( D_{seed} = \{s_1, s_2, \ldots, s_n\} \). Additionally, we utilize a large set of triplets \( T \) that contains relation facts organized in a triplet format \( \{h, r, t\} \), where \( h, r, t \) represent the head entity, relation name, and tail entity, respectively.

Algorithm 1: Sentence Selection and Training

| Input: seed train \( D_{seed} \), triplets \( T \) and Generator \( M_g \). | Hyper Parameter: number of sentences generated for each triplet \( K \). |
| Output: Selected Data \( D_{sel} \) and Relation Extractor \( M_{re} \). |

1. \( D_{gen} \leftarrow \text{Generate}(M_g, D_{seed}, T, K) \)
2. while Training do
3. \( D_{set} \leftarrow 0 \)
4. for \( t \in T \) do
5. \( x^t \leftarrow \text{DataSelection}(M_{re}, D_{gen}) \)
6. \( D_{set} \leftarrow x_t \)  // Append
7. end for
8. \( M_{re} \leftarrow \text{Train}(M_{re}, D_{set}) \)  // One Epoch
9. if End Training then
10. \( \text{break} \)
11. end if
12. end while
13. return \( M_{re}, D_{set} \)

Algorithm 1 formalizes the Self-RDGS proposed in this work. Its purpose is to automatically generate annotated data from triplets and select reliable sentences using our ranking-based data selection method. This process ultimately yields a RE model along with the selected annotated data.

Our study focuses on the automatic text generation for RE tasks. In other words, the data we generate holds applicability across various supervised RE models. To simplicity, we follow the common used supervised RE model training approach in previous studies (Soares et al. 2019; Yu et al. 2022) which fine-tunes a pre-trained model with a task-specific classification layer. In detail, we employ BERT (Devlin et al. 2018) as the pre-trained model and utilize the “entity-marker” method to wrap entity mentions within sentences. For instance, “... [E1] head words [E1] ... [E2] tail words [E2] ...”. After encoding the sentence, the classifier takes the concatenated representation of token “[E1]” and “[E2]” as input to predict the probabilities of pre-defined relations. Formally, to predict a sentence \( s \) from \( N \) relations using model \( M_{re} \), we begin by obtaining representations \( h \) for each token in the sentence \( s \) through the sentence encoder in \( M_{re} \). Next, we extract a concatenated representation of two entity markers to serve as a relational representation:

\[
f(s) = f([E1],[E2]|s) = h_{[E1]} \oplus h_{[E2]}.
\]

Finally, the relational representation \( f(s) \) is fed into the classifier within \( M_{re} \) to output the predicted probability distribution \( p(s) = [p_1, p_2, ..., p_N] \) for the \( N \) pre-defined relations, according to the following function:

\[
p(s) = \text{Softmax}(W \cdot f(s) + b),
\]

where \( W \) and \( b \) are trainable model parameters.

Data Generation

In recent studies, it has been discovered that Large Language Models (LLMs) possess the ability to generate text with constraints when provided with well-designed prompts. Therefore, we study the solution of taking triplets as input and
LLMs as data generator for RE tasks. More specifically, we apply the idea of distant supervision to the procedure of automatic text generation in LLMs. In this paper, we build our data generator in two modes.

**In-Context Learning based Generation** In this mode, we apply the In-Context Learning (ICL) based generation methods on LLMs. In detail, we design the following instruction to prompt the LLMs for generating a relational sentence. Based on the given triplet, we use the entities as the keywords and the relation as the constraints:

Follow 5 examples then write a sentence expressing the given relation between the head word and tail word. The sentence must contain the given head word and tail word. Relation: \( r \), Head: \( h \), Tail: \( t \), Context: \( s \).

... Relation: \( r \), Head: \( h \), Tail: \( t \), Context: \( s \).

For each given triplet, we randomly select 5 samples from the seed data that share the same relation \( r \) but have different head and tail pairs.

**Fine-Tune based Generation** We also take fine-tuned Pre-trained Language Models (PLMs) (e.g., GPT-2) as a comparison. To train the PLMs with the ability of generating relational sentences, we add an initial step of our approach involves fine-tuning the PLM using the seed data \( D_{\text{seed}} \). Specifically, we convert the samples within \( D_{\text{seed}} \) into plain text instance \( x \) using the following template:

Relation: \( r \), Head: \( h \), Tail: \( t \), Context: \( s \).

This template incorporates tokens from the relation name \( r \), head entity \( h \), tail entity \( t \), and the annotated sentence \( s \). To enhance the readability of relation names, we undertake a conversion process by transforming pre-defined relations into more intelligible representations. For instance, we convert “cause-effect” to “cause-effect” and “per:title” to “person: title”, and so on. During the training phase, we adopt the standard language modeling objective in the causal language model, which involves performing next-word prediction (Bengio, Ducharme, and Vincent 2000) on each training instance.

For both ICL based and fine-tune based generation modes, we add a post-filtration on the generated sentences where the generated sentences must contain the given entities. In total, we try to obtain a maximum of \( K = 8 \) sentences into the sentence pool for each triplet in triplet set \( T \).

**Data Selection**

To mitigate the noise problem in auto-generated data, we propose a ranking-based data selection method to identify reliable sentences. Building upon our assumption that “Most of the generated sentences in the pool express the relation in the target triplet, but some do not”, our objective is to choose a representative sentence that captures the target relation from the sentences pool.

Formally, we begin by acquiring the relational representations \( \{ f(s_1), f(s_2), ..., f(s_K) \} \) for \( K \) sentences in the sentence pool \( S = \{ s_1, ..., s_K \} \) corresponding to a given triplet from \( T \). The function \( f() \), as defined in Eqn 1, serves as a relational encoder within the trained RE model. Then, we calculate the global distribution score of each sentence \( s_i \) to rank the sentences in the pool. We expect the global distribution score to measure the representativeness of individual sentences in the sentence pool. In this paper, we define the global distribution score as the averaged cosine similarity between \( s_i \) and every other sentence in \( S \):\n
\[
score(s_i, f, S) = \frac{1}{|S|} \sum_{j \in S} \cos(f(s_i), f(s_j)).
\]

Additionally, we calculate the sentence with itself to cover the special situation in which a sentence pool consists of only one sentence. Finally, we rank the candidates according to the global distribution scores and select the sentence \( s^* \) with the highest score in \( S \):

\[
s^* = \arg \max_{s \in \{1,...,K\}} \text{score}(s, f, S).
\]

**Iterative Training Framework**

Our data selection method leverages the sentence distribution within the sentence pool, aided by an encoder from the RE model. To enhance this procedure, our Self-RDGS approach involves a self-supervised iterative procedure in which data selection is incorporated into the training of the RE model at each epoch, as illustrated in Figure 2.

The process begins by obtaining initial selected data through sentence encoding using the raw pre-trained BERT. Considering each pass over the selected data as one iteration, we train the RE model for one round on the selected data and the newly trained RE model is used to update the selected data for the subsequent training epoch. Finally, we obtain the best RE model by evaluating its performance on the validation set and output the selected data.

**Experiments**

**Datasets and Low-Resource Setting**

To verify our Self-RDGS approach, we conduct experiments on three datasets, including two human-annotated datasets.
Table 1: The statistics of low-resource settings for three datasets. #Rel, #Seed, #Test, #Tri and #Sen are the number of relations, seed data, test set, triplets, and original annotated sentences.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Rel</th>
<th>#Seed</th>
<th>#Test</th>
<th>#Tri</th>
<th>#Sen</th>
</tr>
</thead>
<tbody>
<tr>
<td>SemEval</td>
<td>9</td>
<td>180</td>
<td>2,263</td>
<td>6,053</td>
<td>6,319</td>
</tr>
<tr>
<td>Re-TACRED</td>
<td>39</td>
<td>780</td>
<td>5,648</td>
<td>9,180</td>
<td>18,938</td>
</tr>
<tr>
<td>NYT10m</td>
<td>10</td>
<td>200</td>
<td>5,985</td>
<td>6,647</td>
<td>8,664</td>
</tr>
</tbody>
</table>

and one DS-annotated dataset.

SemEval A human-annotated dataset from SemEval-2010 Task 8 (Hendrickx et al. 2010), including 10,717 sentences covering 9 bidirectional relations and 1 special “NA” relation.

Re-TACRED A revised version of the human-annotated dataset TACRED (Zhang et al. 2017) proposed by (Stoica, Plataniotis, and Póczos 2021). There are 91,467 sentences for 39 common relations and 1 special “NA” relation which means none of the above relations.

NYT10m An updated version of the widely used DS dataset NYT10 (Riedel, Yao, and McCallum 2010) with a human-annotated test set. In total, there are 474,059 sentences for 25 relations.2

To emulate low-resource scenarios across three datasets, we adopt the setup in Yu et al. (2022). The low-resource statistics of these datasets are detailed in Table 1, where we randomly select 20 human-annotated sentences per relation as the seed data. Considering NYT10m, which employs EM-DS labeling for training data but with a human-annotated test set, we retain the relations that own at least 50 sentences in the original test set. This selection facilitates the extraction of human-annotated seed data, while the remaining serves as test data. Besides, we focus on the sentence generation of meaningful relation types, hence the special “NA” relation is excluded in this work. To enhance the realistic of low-resource scenarios, we do not create a separate validation set in our approach. Instead, the seed data serves as the validation set while the automatically generated sentences serves as training data. Triplet resources, typically hailing from Knowledge Graphs such as Freebase, are commonly employed. In order to enable a fair comparison between our generated data and the existing human-annotated data, the triplets in this paper are derived from the unused training sentences. In summary, the resources we use include the seed data and the existing triplets.

Parameter Settings

Data Generation To select the LLMs for in-context learning based generation, we employ two recently released open LLMs: ChatGLM2-6B (released in June 2023) and LLaMa2-7B-chat (released in July 2023). During the sentence generation phrase, we set a limit of generating a maximum of \( K = 8 \) sentences for each triplet. For fine-tune based generation, we employ GPT-2\textsubscript{large} (Radford et al. 2019) to train the sentence generator. The fine-tuning process follows the hyper-parameters specified in Chia et al. (2022).

Relation Extraction Training We utilize BERT\textsubscript{base} (Devin et al. 2018) to build the RE models. Throughout the training process, we set the learning rate to 5e-5 and maintain a batch size of 32, according to the performance on the validation set. The model is trained for a maximum of 20 epochs, and early stopping is determined by the validation performance. Additionally, we conduct 5 runs with different seeds for each system to report the averaged Micro-F1 score, along with the corresponding standard deviation.

Baselines

To ensure a fair comparison between baselines and our approach, we employ the same supervised RE framework. The different comparison systems are described below:

SUPERVISED The most basic baseline system involves using the original annotated data as the training set. This method has two systems: with Low Resource using the seed data as the training set, and with High Resource using the full training set. The former plays the role of the bottom bound and the latter is the upper bound. However, this approach lacks annotated data for validation. To address this limitation, we adopt an additional validation set consisting of 10 sentences per relation for the SUPERVISED baselines.3

LLMPREDICT Following generative models for RE (Wan et al. 2023; Wadhwa, Amir, and Wallace 2023; Zhu et al. 2023), we apply LLaMa2-7B-chat to predict relations through a generative approach with the help of in-context learning (Brown et al. 2020). The prompt is as follows:

Follow 5 examples then predict the
relation that expresses the semantic
relationship between head and tail words
in a given context. Candidate relations are \textless all_relations\textgreater .

\begin{align*}
\text{Context: } s, \text{ Head: } h, \text{ Tail: } t, \text{ Relation: } r. \\
\text{...} \\
\text{Context: } s, \text{ Head: } h, \text{ Tail: } t, \text{ Relation: } r.
\end{align*}

Meanwhile, we also employ the GPT-2\textsubscript{large} model as a comparison to predict relations by fine-tuning on seed data. During the prediction phase, we discard cases where the generated text for the \( r \) slot does not correspond to a valid relation name within the pre-defined relations. Additionally, drawing inspiration from Wang et al. (2022), we introduce the voting mechanism for candidate generated relations. Specifically, we generate 8 valid predictions for each test sentence and select the one that predicted most frequently.

STAD We compare our approach with the self-training based RE system proposed by Yu et al. (2022). The primary distinction lies in the utilization of resources: they utilize

3Please note that this extra validation set is not utilized in our proposed methods.
sentences without relation annotations, whereas we employ triplets without sentence annotations.

**RelationPrompt** Following Chia et al. (2022), we copy their method into the LLMs scenario. In detail, RelationPrompt takes each relation name as prompt and let LaMa2-7B-chat output sentences with entities under the ICL method.

### Results of Different Data Selection Methods

In order to verify the effectiveness of our data selection method in Self-RDGS, we conduct experiments on different data selection methods on two data sources: the generated data from GPT-2_large and LaMa2-7B-chat, as shown in Table 2. The comparison data selection methods are as follows:

- **MergeAll**: Without selection, we merge all the generated sentences in the sentence pool, allowing each triplet to have a maximum of 8 sentences.
- **FirstOne**: As the sentences in the sentence pool are ordered by the sequence of generation, this method naturally selects the first generated sentence for each triplet.
- **RandOne**: We randomly select one generated sentence from the sentence pool to build the training data.
- **MinOne**: As a comparison, this method chooses a sentence with the lowest global distribution score in the sentence pool.
- **MaxOne**: The data selection method in our Self-RDGS, which selects a sentence with the highest global distribution score in the sentence pool for each triplet.

**MergeAll vs Others** Among all the data selection methods on generated data, MergeAll, which utilizes all the sentences in the sentence pool, achieves the lowest performance on two data sources, respectively. This result indicates the presence of noise in the generated data, highlighting the importance of our data selection method.

**FirstOne vs RandOne** To investigate the influence of generation order, we compare the results between FirstOne and RandOne. Both methods yield comparable results across the three datasets, with nearly identical average performance (79.3% vs 79.2% on GPT-2_large and 82.4% vs 82.6% on LaMa2-7B-chat). This indicates that sentences are generated independently and the order of sentence generation has no discernible impact on the data quality.

**MaxOne vs MinOne** Among various selection methods, our MaxOne achieves the highest performance. Specifically, when comparing the two opposite methods, the MaxOne consistently outperforms the MinOne across all corpora, exhibiting an average absolute improvement of 3.0% (78.0% vs. 81.0%) on GPT-2_large and 1.5% (82.2% vs 83.7%) on LaMa2-7B-chat. Furthermore, MinOne even performs worse than RandOne (78.0% vs 79.2% and 82.2% vs 82.6%). These results indicate that our ranking-based data selection method effectively distinguishes high-quality data from low-quality data.

### Main Results

As shown in Table 3, we analyze the experimental results from the following aspects:

**Self-RDGS vs Baselines** We first compare our Self-RDGS method to three baselines, all of which share comparable data size: Supervised in the high-resource setting, STAD, and RelationPrompt. From the table, we observe that our method effectively narrows the performance gap when compared to results of human-annotated data (SemEval and Re-TACRED), especially for the results from Self-RDGS with LaMa2-7B-chat (88.4% vs 95.4, 88.7% vs 94.3). Moving on to the EM-DS data NYT10m, our ATG-DS demonstrates superior performance compared to the original EM-DS method (74.0% vs 64.0%). Notably, in the case of STAD and RelationPrompt, the absence of triplet-based supervision results in a performance discrepancy. Specifically, the generation-based approach of RelationPrompt proves less effective than the self-training based approach STAD (59.5% vs 74.8%). However, with the infusion of supervision from triplets, our Self-RDGS generates data of enhanced quality, leading to substantial overall improvement compared to STAD (83.7% vs 74.8%).

**Supervised vs LLMPredict** In the low-resource scenario, LLMPredict yields poor performance when com-
### Discussion

**Does the Improvement Come From Triplets?**

When analyzing the training data, it is essential to understand the contribution of two key components: the newly added relation triplets and the generated sentences. It is natural to question whether the performance improvement is primarily attributed to the information of triplets or the context of generated sentences.

To address this question, we conduct experiments on the selected training data (generated by LLaMa2-7B-chat) using two different text modes: the context-only mode (OnlyC) and the mention-only mode (OnlyM). Following Peng et al. (2020), we mask all tokens related to mentions (head and tail entities) in the context-only mode, while in the mention-only mode, we mask all context tokens but retain mention tokens. Additionally, the C+M mode employs all tokens in the sentences serves as the standard benchmark.

The results for the three datasets are illustrated in Figure 3. It is evident from the figure that the performance of both OnlyC and OnlyM drop a lot because they lack the information of mentions or contexts, respectively. When comparing the performance between OnlyC and OnlyM, the former performs better than the latter on SemEval and NYT10m and they achieve similar performance on Re-TACRED.

In conclusion, both the triplets and the contexts of generated sentences play crucial roles in training the final relation RE system. The performance improvement is not solely attributed to the newly added triplets but also to the sentences generated by our generator.

**Is Generated Data Better Than DS Data?**

Among the three datasets used in this work, the original training data of NYT10m is constructed using the EM-DS method. Since both the EM-DS data and our ATG-DS data are constructed based on triplets, we proceed to conduct ad-
ditional comparisons between these two methods. The results of three data (EM-DS, ATG-DS from GPT-2\textsubscript{large} and LLaMa2-7B-chat) on two data selection methods are presented in Figure 4. Firstly, when considering the utilization of all data without selection (MERGE\textsc{All}), wherein one triplet may have multiple supporting sentences, it becomes evident that the performance of our ATG-DS data notably outperforms that of the EM-DS data. We attribute this disparity to the substantial presence of noise within the EM-DS data. After applying our data selection method (MAX\textsc{One}) on the EM-DS data, it can be observed that our MAX\textsc{One} yields little improvements on the EM-DS data while the gap between the EM-DS and ATG-DS further widens.

To investigate the possible reasons behind these observations, we examine the distribution of sentences for each triplet in both datasets. Our examination reveals that only 11.2% of the triplets in the EM-DS data of NYT10m are associated with more than one supporting sentence, indicating that the data selection method fails to operate on the majority of triplets. In contrast, our generated data exhibits an opposite distribution, with more than 98% of the triplets having multiple supporting sentences. This finding suggests that ATG-DS inherently alleviate the long-tail problem commonly observed in EM-DS scenarios. This holds significant importance as the long-tail problem can influence the effectiveness of data selection methods. Given these analyses, we conclude that our ATG-DS data outperforms the EM-DS data in terms of both data quality and data coverage.

**Related Work**

**Distant Supervision** To build annotated data for RE, Mintz et al. (2009) first proposes a exact match distant supervision (EM-DS) method which assumes every sentence that mentions two related entities in a relational triplet expresses the corresponding relation. Riedel, Yao, and McCallum (2010) further introduces multi-instance learning in distant supervision RE, relaxing the assumption to “at least one sentence mentioning two related entities expresses the corre-

**Automatic Text Generation** In recent years, there has been growing interest among researchers in automatic text generation for various NLP tasks (Anaby-Tavor et al. 2020; Yu et al. 2020; Schick and Schütze 2021; Ross et al. 2022; Ye et al. 2023). For RE tasks, Papanikolaou and Pierleoni (2020) proposes the use of fine-tuned GPT-2 to generate new samples for a given relation. Without any prompts about relation and entity information, they assign the relation label for the generated sentences by train one generator per relation. To explicitly integrate the relation information, Chia et al. (2022) proposes RelationPrompt, which trains GPT-2 with the ability of generating sentences for the given relation names. Recently, Josifoski et al. (2023) queries OpenAI’s GPT-3.5 in an “instruction + demonstration” mode to generate data from sampled triplet sets for closed information extraction tasks. In our work, we propose to fully utilize the knowledge of entities and relations to guide LLMs in generating sentences for RE tasks. According to the global distribution of generated sentences for each triplet, we further propose a ranking-based data selection method to select high-quality sentences in an iterative framework.

**Conclusion**

In this paper, we propose a novel approach called Self-supervised Reliable Data Generation and Selection (SelfRDGS), aimed at constructing high-quality training data for low-resource RE tasks. Our method combines the merits of distant supervision and automatic text generation. To address the challenge of noise inherent in generated data, we propose a ranking-based selection method within an iterative framework during RE model training. Through comprehensive experiments, we evaluate various variants of our approach on three datasets. The experimental results demonstrate that our approach consistently and significantly outperforms the baselines, highlighting its efficacy in constructing annotated data for RE tasks. Notably, our method outperforms exact match based distant supervision methods in terms of data quality and coverage.
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