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Abstract
Hierarchical topic modeling aims to discover latent topics
from a corpus and organize them into a hierarchy to under-
stand documents with desirable semantic granularity. How-
ever, existing work struggles with producing topic hierarchies
of low affinity, rationality, and diversity, which hampers doc-
ument understanding. To overcome these challenges, we in
this paper propose Transport Plan and Context-aware Hierar-
chical Topic Model (TraCo). Instead of early simple topic de-
pendencies, we propose a transport plan dependency method.
It constrains dependencies to ensure their sparsity and bal-
ance, and also regularizes topic hierarchy building with them.
This improves affinity and diversity of hierarchies. We further
propose a context-aware disentangled decoder. Rather than
previously entangled decoding, it distributes different seman-
tic granularity to topics at different levels by disentangled de-
coding. This facilitates the rationality of hierarchies. Exper-
iments on benchmark datasets demonstrate that our method
surpasses state-of-the-art baselines, effectively improving the
affinity, rationality, and diversity of hierarchical topic model-
ing with better performance on downstream tasks.

Introduction
Instead of traditional flat topic models, hierarchical topic
models strive to discover a topic hierarchy from documents
(Griffiths et al. 2003; Teh et al. 2004). Each topic is inter-
preted as relevant words to represent a semantic concept.
The hierarchy captures the relationships among topics and
organizes them by semantic granularity: child topics at lower
levels are relatively specific to parent topics at higher lev-
els. Therefore hierarchical topic models can provide a more
comprehensive understanding of complex documents with
desirable granularity. Due to this advantage, they have been
applied in various downstream applications like document
retrieval (Weninger, Bisk, and Han 2012), sentiment analy-
sis (Kim et al. 2013), and text summarization (Celikyilmaz
and Hakkani-Tur 2010) or generation (Guo et al. 2020).

Existing hierarchical topic models have two categories.
The first category is conventional models like hLDA (Grif-
fiths et al. 2003) and its variants (Kim et al. 2012; Paisley
et al. 2013). They infer parameters through Gibbs sampling
or Variational Inference. But they cannot well handle large-
scale datasets due to their high computational cost (Chen
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Figure 1: Illustration of low affinity (left), and low rationality
and diversity issues (right). Each rectangle is the top related
words of a topic from HyperMiner (Xu et al. 2022). Repeti-
tive words are underlined.

et al. 2021b, 2023). The second category is neural models
including HNTM (Chen et al. 2021a), HyperMiner (Xu et al.
2022), and others (Isonuma et al. 2020; Chen et al. 2021b,
2023; Duan et al. 2021). They generally follow VAE frame-
works and enjoy back-propagation for faster parameter in-
ferences (Wu, Nguyen, and Luu 2023).

However, these work struggles with producing low-
quality topic hierarchies due to three issues: (i) Low Affin-
ity: child topics are not affinitive to their parents (Kim et al.
2012). As exemplified in the left of Figure 1, the parent topic
relates to “army”, whereas its child topics contain irrelevant
words “game music” and “school”. Such low-affinity hierar-
chies capture inaccurate relationships among topics. (ii) Low
Rationality: child topics are excessively similar to their par-
ent topics instead of being specific to them as expected (Vie-
gas et al. 2020). The right part of Figure 1 shows the parent
and its child topics all focus on “image segmentation” with
the same granularity. So low-rationality hierarchies provide
topics with less comprehensive granularity. (iii) Low Diver-
sity: sibling topics are repetitive instead of being diverse as
expected (Zhang, Zhang, and Rao 2022). In the right part
of Figure 1, the two sibling topics repeat each other and
become redundant, implying other undisclosed latent top-
ics. Thus low-diversity hierarchies produce less informative
and incomplete topics. Due to these issues, existing hierar-
chical topic models generate low-quality hierarchies, which
impedes document understanding and thus damages their in-
terpretability and performance on downstream applications.

To address these challenges, we in this paper propose
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a novel neural hierarchical topic model, called Transport
Plan and Context-aware Hierarchical Topic Model (TraCo).
First, to address the low affinity and diversity issues, we
propose a new Transport Plan Dependency (TPD) ap-
proach. Instead of unconstrained dependencies as previous
work (Chen et al. 2021b; Duan et al. 2021; Xu et al. 2022),
TPD models dependencies of hierarchical topics as optimal
transport plans between them, which constrains the depen-
dencies to ensure their sparsity and balance. Guided by the
constrained dependencies, TPD additionally regularizes the
building of topic hierarchies: it pushes a child topic only
close to its parent and away from others, and avoids gath-
ering excessive sibling topics together. As a result, this im-
proves the affinity between child and parent topics and the
diversity of sibling topics in learned hierarchies.

Second, to solve the low rationality issue, we further
propose a novel Context-aware Disentangled Decoder
(CDD). Rather than entangled decoding in early work (Chen
et al. 2021a, 2023; Li et al. 2022), CDD decodes input doc-
uments using topics at each level individually, leading to
disentangled decoding. In addition, the decoding of each
level incorporates a bias containing topical semantics from
its contextual levels. This incorporation forces topics at each
level to cover semantics different from their contextual lev-
els. In consequence, CDD can distribute different semantic
granularity to topics at different levels, which therefore en-
hances the rationality of hierarchies. We conclude the con-
tributions of this paper as follows 1:

• We propose a novel neural hierarchical topic model with
a new transport plan dependency method that regularizes
topic hierarchy building with sparse and balanced depen-
dencies, mitigating the low affinity and diversity issues.

• We further propose a new context-aware disentangled de-
coder, which explicitly distributes different semantic gran-
ularity to topics at different levels and thus alleviates the
low rationality issue.

• We conduct extensive experiments on benchmark datasets
and demonstrate that our model surpasses state-of-the-art
baselines and significantly improves the affinity, rational-
ity, and diversity of topic hierarchies.

Related Work
Conventional Hierarchical Topic Models Instead of flat
topics like LDA (Blei, Ng, and Jordan 2003; Wu and Li
2019), Griffiths et al. (2003) propose hLDA to generate
topic hierarchies with a nested Chinese Restaurant Process
(nCRP). To relieve the single-path formulation of nCRP,
Paisley et al. (2013) propose a nested Hierarchical Dirich-
let Process. More variants are also explored (Mimno, Li,
and McCallum 2007; Blei, Griffiths, and Jordan 2010; Per-
otte et al. 2011; Kim et al. 2012). Alternatively, Viegas et al.
(2020) use NMF (Liu et al. 2018) with cluster word embed-
dings; Shahid et al. (2023) extend it with hyperbolic word
embeddings. But they do not involve inferring topic distri-
butions of documents.

1Our code is available at https://github.com/bobxwu/TraCo.

Neural Hierarchical Topic Models Recently, neural hi-
erarchical topic models have emerged in the framework of
VAE (Kingma and Welling 2014; Rezende, Mohamed, and
Wierstra 2014; Nguyen and Luu 2021; Wu et al. 2020b;
Wu, Luu, and Dong 2022; Wu et al. 2023a; Wu, Pan, and
Luu 2023). Some follow conventional models (Pham and Le
2021; Zhang, Zhang, and Rao 2022). Isonuma et al. (2020)
first propose a tree-structure topic model with two simplified
doubly-recurrent neural networks. Chen et al. (2021b) pro-
pose nTSNTM with a stick-breaking process prior. Lately
parametric settings attract more attention, i.e., specify the
number of topics at each level of a hierarchy (Wang et al.
2022, 2023). Chen et al. (2021a) propose a manifold regu-
larization on topic dependencies. Li et al. (2022) use skip-
connections for decoding and train with a policy gradient
approach. Xu et al. (2022) model topic and word embed-
dings in hyperbolic space. Chen et al. (2023) use a Gaussian
mixture prior and nonlinear structural equations to model
dependencies. We follow the popular parametric setting, but
differently focus on the low affinity, rationality, and diver-
sity issues of hierarchical topic modeling. To address these
issues, we propose the transport plan dependency to regular-
ize topic hierarchy building and the context-aware disentan-
gled decoder to separate semantic granularity.

Methodology
In this section, we recall the problem setting and notations
of hierarchical topic modeling. Then we propose our trans-
port plan dependency method and context-aware disentan-
gled decoder. Finally we present our Transport Plan and
Context-aware Hierarchical Topic Model (TraCo).

Problem Setting and Notations
Consider a collection of N documents: {x(1), . . . ,x(N)}
with V unique words (vocabulary size). Following Chen
et al. (2021a); Duan et al. (2021), we aim to discover a topic
hierarchy with L levels from this collection, where level ℓ
has K(ℓ) latent topics. We build this hierarchy with depen-
dency matrices describing the hierarchical relations between
topics at two levels. For example, φ(ℓ) ∈RK(ℓ+1)×K(ℓ)

de-
notes the dependency matrix between topics at level ℓ and
ℓ+1, where φ

(ℓ)
kk′ is the relation between Topic#k at level

ℓ+1 and Topic#k′ at level ℓ. Child topics should have high
dependencies on their parents and low on others. Following
LDA, we define each latent topic as a distribution over words
(topic-word distribution), e.g., Topic#k at level ℓ is defined
as β

(ℓ)
k ∈RV . Then β(ℓ) = (β

(ℓ)
1 , . . . ,β

(ℓ)

K(ℓ)) ∈RV×K(ℓ)

is
the topic-word distribution matrix of level ℓ. In addition, we
infer doc-topic distributions at each level, i.e., topic propor-
tions in a document. For example, we denote θ(ℓ)∈∆K(ℓ) as
the doc-topic distribution of a document x at level ℓ, where
∆K(ℓ) is a probability simplex.

Parameterizing Hierarchical Latent Topics
At first we parameterize hierarchical latent topics. Follow-
ing Miao, Grefenstette, and Blunsom (2017); Dieng, Ruiz,
and Blei (2020), we project both words in the vocabulary
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(a) HyperMiner (b) NGHTM (c) TraCo

Figure 2: t-SNE visualization (van der Maaten and Hinton
2008) of learned child (•) and parent (▲) topic embeddings
of two levels. (a,b): Some child topic embeddings are not
close enough to their parents; some are excessively gathered
together. (c): TraCo pushes each child topic embedding only
close to its parent and away from others, and avoids gather-
ing excessive ones together.

and topics at all levels into an embedding space. In detail,
we have V word embeddings: W=(w1, . . . ,wV )∈RD×V

where D is the dimension. Similarly, we have K(ℓ) topic
embeddings for level ℓ: T(ℓ)=(t

(ℓ)
1 , . . . , t

(ℓ)

K(ℓ))∈RD×K(ℓ)

.
Each topic (word) embedding represents its semantics. To
model latent topics at level ℓ, we calculate its topic-word
distribution matrix β(ℓ) following Wu et al. (2023b) as

β
(ℓ)
k,i =

exp(−∥t(ℓ)k −wi∥2/τ)∑K
k′=1 exp(−∥t(ℓ)k′ −wi∥2/τ)

(1)

where β(ℓ)
k,i is the correlation between i-th word and Topic#k

at level ℓ with τ as a hyperparameter. Here we model the cor-
relation as the Euclidean distance between word and topic
embeddings and normalize over all topics at level ℓ.

Transport Plan Dependency
In this section we analyze why topic hierarchies are of low
affinity and diversity, and then propose a novel solution
called the Transport Plan Dependency (TPD).

Why Low Affinity and Diversity? As illustrated in Fig-
ure 1, previous models struggle with the low affinity and
diversity issues. We consider the reason lies in their ways of
modeling topic dependencies. Specifically, previous meth-
ods model dependencies between topics as the similarities
between their topic embeddings. For instance, most stud-
ies compute the dot-product of topic embeddings as simi-
larities and normalize them with a softmax function (Chen
et al. 2021b; Duan et al. 2021). However, these dependen-
cies are unconstrained and cannot regularize the building of
topic hierarchies. As shown in Figures 2a and 2b, this incurs
the low affinity and diversity issues: (i) The dependencies
may lack sparsity, indicating child topic embeddings are
not close enough to their parents. As a result, child topics
are insufficiently associated with their parent topics, which
damages the affinity of hierarchies. (ii) The dependencies
could be imbalanced, indicating excessive child topic em-
beddings are gathered together close to only a few parents.
In consequence, these topics become siblings and contain
similar semantics, which impairs the diversity of hierarchies.

Figure 3: Illustration of TPD. It models the dependency
φ

(ℓ)
kk′ as the transport plan from topic embedding t

(ℓ+1)
k to

t
(ℓ)
k′ in measures γ(ℓ+1) and ϕ(ℓ), constrained by the weight

of t(ℓ+1)
k as 1/K(ℓ+1) and t

(ℓ)
k′ as s(ℓ)k′ . Here TPD pushes t(ℓ+1)

1

close to t
(ℓ)
1 and away from others, similar for t(ℓ+1)

2 .

Modeling Dependencies as Transport Plans Based on
the above analysis, to solve the low affinity and diversity is-
sues, we propose a new Transport Plan Dependency (TPD)
method that regularizes topic hierarchy building with sparse
and balanced dependencies. Figure 3 illustrates TPD, and
Figure 2c shows its effectiveness.

To constrain dependencies, we model them as the trans-
port plan of a particularly defined optimal transport prob-
lem. Specifically, we define discrete measures on the topic
embeddings at levels ℓ+1 and ℓ respectively as γ(ℓ+1) =∑K(ℓ+1)

k=1
1/K(ℓ+1)σ

t
(ℓ+1)
k

and ϕ(ℓ)=
∑K(ℓ)

k′=1 s
(ℓ)
k′ σt

(ℓ)

k′
, where σx

denotes the Dirac unit mass on x. Here the measures specify
the weight of each topic embedding at level ℓ+1 as 1/K(ℓ+1),
and each at level ℓ as s

(ℓ)
k′ where s(ℓ)=(s

(ℓ)
1 , . . . , s

(ℓ)

K(ℓ)) is
a weight vector and its sum is 1. Then we formulate an en-
tropic regularized optimal transport problem between them:

argmin
π(ℓ)∈RK(ℓ+1)×K(ℓ)

+

LOTε(γ
(ℓ+1), ϕ(ℓ)), where

LOTε(γ
(ℓ+1), ϕ(ℓ))=

K(ℓ+1)∑
k=1

K(ℓ)∑
k′=1

C
(ℓ)
kk′π

(ℓ)
kk′ + επ

(ℓ)
kk′(log π

(ℓ)
kk′−1)

s.t. π(ℓ)1K(ℓ)=1/K(ℓ+1)1K(ℓ+1) , (π(ℓ))⊤1K(ℓ+1)=s(ℓ). (2)

The first term of LOTε
is the original optimal transport prob-

lem, and the second term is the entropic regularization with
hyperparameter ε to make this problem tractable (Canas and
Rosasco 2012). Eq. (2) is to find a transport plan π(ℓ) that
minimizes the total cost of transporting the weights of topic
embeddings at level ℓ+1 to topic embeddings at ℓ and fulfills
the two constraints. Here π(ℓ)

kk′ indicates the transport weight
from t

(ℓ+1)
k to t

(ℓ)
k′ , and we compute the transport cost be-

tween them as Euclidean distance: C(ℓ)
kk′ =∥t(ℓ+1)

k −t
(ℓ)
k′ ∥2.

We denote C(ℓ) as the transport cost matrix. Eq. (2) has two
constraints on π(ℓ) to balance transport weights where 1K

is a K-dimensional column vector of ones.
To ensure the sparsity and balance of dependencies, we
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(a) Lowest-Level Decoder (b) Aggregation Decoder

layerneural network

convnethighwayresnet

(c) Context-aware Disentangled Decoder

Figure 4: Comparison of decoders for hierarchical topic modeling. Here β(ℓ) and θ(ℓ) are the topic-word distribution matrix
and doc-topic distribution at level ℓ respectively. x is an input document to be decoded. (a): Decoding only with the lowest
level. (b): Decoding with all levels. (c): Decoding with each level individually. For example, here the decoding using level ℓ
incorporates the contextual topical bias b(ℓ). The bias includes topical semantics from contextual levels (ℓ−1 and ℓ+1), like
the top related words “neural layer network” and “resnet convnet highway”. This encourages topics at level ℓ (β(ℓ)) to cover
semantics different from them, like “deep convolutional cnn” (See this example in case studies). It is similar for other levels.

model them as the optimal transport plan solution of Eq. (2):

φ(ℓ) = sinkhorn(LOTε
(γ(ℓ+1), ϕ(ℓ))). (3)

We resort to Sinkhorn’s algorithm (Sinkhorn 1964; Cuturi
2013) to approximate the optimal transport plan (See de-
tails in Appendix A). This makes the obtained φ(ℓ) a dif-
ferentiable variable parameterized by transport cost matrix
C (Salimans et al. 2018; Genevay, Peyré, and Cuturi 2018).
Here to obtain sparse and balanced dependencies, we model
the dependency between Topic#k at level ℓ+1 and Topic#k′
at level ℓ as the transport weight between their topic em-
beddings t

(ℓ+1)
k and t

(ℓ)
k′ . Early studies prove that the opti-

mal transport plan becomes sparse under a small ε (Peyré,
Cuturi et al. 2019; Genevay, Dulac-Arnold, and Vert 2019).
Therefore the modeled dependencies can keep sparsity. Be-
sides, the two constraints in Eq. (2) ensure that the sparse
transport plan needs to transport multiple topic embeddings
at level ℓ+1 with a total weight of s(ℓ)k′ to topic embedding
t
(ℓ)
k′ at level ℓ. Thus the modeled dependencies under these

constraints can maintain balance.

Objective for TPD To regularize topic hierarchy building,
we formulate the objective for TPD with the dependencies:

L(ℓ)
TPD =

K(ℓ+1)∑
k=1

K(ℓ)∑
k′=1

Ckk′φ
(ℓ)
kk′ (4)

where we minimize the total distance between topic embed-
dings at two levels weighted by dependencies. As shown in
Figure 3, since dependencies φ(ℓ) are sparse, Eq. (4) pushes
a child topic embedding only close to its parent and away
from others. This facilitates the affinity of learned hierar-
chies. As the dependencies are also balanced, it properly
aggregates child topic embeddings and avoids gathering ex-
cessive ones together. This improves the diversity of learned
hierarchies. We demonstrate these in ablation studies.

Inferring Doc-Topic Distributions of Levels
We infer doc-topic distributions over each level for docu-
ment decoding. We first infer θ(L), the doc-topic distribu-
tions over topics at the lowest level L following normal topic
models (Srivastava and Sutton 2017; Wu et al. 2020a; Wu,
Li, and Miao 2021). In detail, we define a random variable
r∈RK(L)

with a logistic normal prior LN (µ0,Σ0) where
µ0 and Σ0 are the mean and diagonal covariance matrix. We
model its variational distribution as qΘ(r|x) = N (µ,Σ). To
model parameters µ,Σ, we use a neural network encoder fΘ
parameterized by Θ with the Bag-of-Words of document x
as inputs. Then we sample r via the reparameterization trick
as r=µ + (Σ)1/2ϵ where ϵ ∼ N (0, I). We compute θ(L)

with a softmax function as θ(L)=softmax(r). Thereafter,
we infer doc-topic distributions of a higher level ℓ as

θ(ℓ) =
(L−1∏
ℓ′=ℓ

(K(ℓ′+1)φ(ℓ′))⊤
)
θ(L) where l < L. (5)

Here we transform θ(L) via the dependencies of each level,
and the multiplication of K(ℓ′+1) rescales φ(ℓ′) to produce
normalized doc-topic distribution θ(ℓ).

Context-aware Disentangled Decoder
In this section we explore why the low rationality issue hap-
pens. Then we propose a novel Context-aware Disentangled
Decoder (CDD) to address this issue.

Why Low Rationality? As exemplified in Figure 1, early
methods suffer from low rationality, i.e., child topics have
the same granularity as parent topics instead of being spe-
cific to them. We conceive the underlying reason lies in their
decoders. As shown in Figure 4, previous decoders can be
classified into two types. The first type is lowest-level de-
coders (Duan et al. 2021; Xu et al. 2022). Their decoding
only engages the lowest-level topics. Higher-level topics are
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Model
NeurIPS ACL NYT 20NG

TC TD TC TD TC TD TC TD

nTSNTM 0.389 0.050 0.369 0.077 0.348 0.064 0.361 0.118
HNTM 0.356 0.118 0.368 0.191 0.345 0.134 0.376 0.151
NGHTM 0.362 0.235 0.371 0.235 0.359 0.145 0.358 0.166
SawETM 0.367 0.586 0.362 0.483 0.374 0.523 0.366 0.430
DCETM 0.385 0.173 0.398 0.090 0.371 0.652 0.380 0.561
ProGBN 0.377 0.436 0.372 0.462 0.372 0.502 0.370 0.495
HyperMiner 0.374 0.632 0.364 0.636 0.365 0.580 0.359 0.456

TraCo 0.438 0.824 0.421 0.823 0.401 0.782 0.394 0.718

Table 1: Topic quality results of Topic Coherence (TC) and Diversity (TD). The best are in bold. The superscript ‡ means the
gain of is statistically significant at 0.05 level.

the linear combinations of these lowest-level topics via de-
pendency matrices. In consequence, this entangles topics at
all levels to cover the same semantic granularity, causing low
rationality. The second type is aggregation decoders (Chen
et al. 2021b,a; Li et al. 2022; Chen et al. 2023). Their decod-
ing involves all levels, which still entangles topics at all lev-
els. This endows the same semantics to these topics, so they
become relevant but have similar granularity. As a result,
learned hierarchies tend to have low rationality even with
high affinity. Recently Duan et al. (2023) craft documents
with more related words for the decoding of higher levels,
but their granularity cannot be separated, still experiencing
low rationality. See supports in the experiment section.

Contextual Topical Bias Motivated by the above, we aim
to separate semantic granularity for each level to address the
low rationality issue. Unfortunately, it is non-trivial since
semantic granularity is unknown and varies in each domain.
Some studies borrow external knowledge graphs (Wang
et al. 2022; Duan et al. 2023), but such auxiliary information
cannot fit various domains and mostly are unavailable. To
overcome this challenge, we propose a new Context-aware
Disentangled Decoder (CDD). Figure 4c illustrates CDD.

To separate semantic granularity, we propose to introduce
a contextual topical bias to the decoding of each level. We
denote this bias as a learnable variable b(ℓ)∈RV for level ℓ.
We expect it to contain the topical semantics from the con-
textual levels of level ℓ in a hierarchy, so that level ℓ turns to
cover other different semantics. Let p(ℓ) denote such topical
semantics of level ℓ, and we model it as

p(ℓ) =
∑

ℓ′∈{ℓ−1,ℓ+1}

K(ℓ′)∑
k=1

topK(β
(ℓ′)
k , Ntop). (6)

Here topK(·, ·) returns a vector that retains the top Ntop el-
ements of β(ℓ′)

k and fills the rest with 0. As such, p(ℓ) repre-
sents the contextual topical semantics as it includes the top
related words of all topics at level ℓ−1 and ℓ+1 (only involves
level ℓ+1 (ℓ−1) if level ℓ is the top-level (lowest-level)). Then
we assign these contextual topical semantics to the bias b(ℓ):

b
(ℓ)
i = p

(ℓ)
i where p

(ℓ)
i ̸= 0. (7)

So b(ℓ) contains the topical semantics from the contextual
levels and also allows flexible bias learning on the semantics
not covered by these levels. See an example in Figure 4c.

Disentangled Decoding with Contextual Topical Bias
Instead of entangled decoding as early, we disentangle the
decoding for each level with contextual topical biases. To be
specific, we decode the document x with topics at level ℓ by
sampling word x from a Multinomial distribution:

x ∼ Multi(softmax(β(ℓ)θ(ℓ) + λbb
(ℓ))) (8)

Here β(ℓ)θ(ℓ) is the unnormalized generation probabilities
following Srivastava and Sutton (2017). Recall that β(ℓ) is
the topic-word distribution matrix, and θ(ℓ) is the doc-topic
distribution of x at level ℓ. The decoding incorporates the
contextual topical bias b(ℓ) with a weight hyperparameter
λb, i.e., it knows the topical semantics of contextual lev-
els. Thus the decoding turns to assign β(ℓ), topics at level
ℓ, with semantics different from contextual levels. This ex-
plicitly separates different semantic granularity and properly
distributes them to topics at different levels. As a result, we
can effectively improve the rationality of hierarchies See ev-
idence in ablation studies.

Transport Plan and Context-aware Hierarchical
Topic Model
Finally we formulate the objective for our Transport Plan
and Context-aware Hierarchical Topic Model (TraCo).

Objective for Topic Modeling Following the ELBO of
VAE (Kingma and Welling 2014), we write the topic mod-
eling objective with Eq. (8) as

LTM(x) =
1

L

L∑
ℓ=1

−x⊤log
(
softmax(β(ℓ)θ(ℓ)+λbb

(ℓ))
)

+KL
[
q(r|x)∥p(r))

]
(9)

The first term measures the average reconstruction error over
all levels; the second term is the KL divergence between the
prior and variational distributions.
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Model
NeurIPS ACL NYT 20NG

PCC PCD SD PnCD PCC PCD SD PnCD PCC PCD SD PnCD PCC PCD SD PnCD

nTSNTM -0.348 0.603 0.195 0.566 -0.214 0.674 0.268 0.653 -0.450 0.501 0.193 0.479 -0.089 0.745 0.323 0.765
HNTM -0.214 0.719 0.410 0.775 -0.095 0.867 0.568 0.887 -0.137 0.757 0.380 0.723 -0.332 0.832 0.425 0.796
NGHTM 0.014 0.905 0.635 0.954 0.055 0.902 0.633 0.947 -0.026 0.816 0.351 0.887 -0.011 0.831 0.446 0.863
SawETM -0.093 0.785 0.816 0.986 -0.095 0.772 0.782 0.977 -0.234 0.641 0.680 0.970 -0.332 0.563 0.543 0.945
DCETM -0.361 0.605 0.485 0.858 -0.353 0.584 0.387 0.804 -0.041 0.802 0.756 0.978 -0.085 0.742 0.644 0.900
ProGBN -0.119 0.746 0.576 0.976 -0.058 0.781 0.611 0.976 -0.049 0.753 0.614 0.983 -0.009 0.780 0.626 0.981
HyperMiner -0.084 0.771 0.808 0.991 -0.063 0.757 0.824 0.990 -0.229 0.638 0.713 0.984 -0.256 0.604 0.584 0.959

TraCo 0.077 0.958 0.972 0.999 0.081 0.932 0.967 0.999 -0.021 0.946 0.946 0.998 0.037 0.895 0.894 0.997

Table 2: Topic hierarchy quality results. PCC and PCD refer to the coherence and diversity between parent and child topics
respectively; PnCD is the diversity between parent and non-child topics; SD is the diversity between sibling topics. The best
are in bold. The superscript ‡ means the gain of TraCo is statistically significant at 0.05 level.

Model
NeurIPS ACL NYT 20NG

PCC PCD SD PnCD PCC PCD SD PnCD PCC PCD SD PnCD PCC PCD SD PnCD

w/o TPD -0.033 0.920 0.710 0.991 -0.023 0.898 0.606 0.968 -0.162 0.930 0.821 0.993 -0.084 0.900 0.723 0.985
w/o CDD -0.083 0.772 0.907 0.996 -0.034 0.795 0.905 0.996 -0.140 0.731 0.828 0.991 -0.145 0.719 0.780 0.990

TraCo 0.077 0.958 0.972 0.999 0.081 0.932 0.967 0.999 -0.021 0.946 0.946 0.998 0.037 0.895 0.894 0.997

Table 3: Ablation study: without Transport Plan Dependency (w/o TDP); without Context-aware Disentangled Decoder (w/o
CDD). The best are in bold. The superscript ‡ means the gain of TraCo is statistically significant at 0.05 level.

Objective for TraCo Based on the above, we write the
overall objective for TraCo by combining Eq. (4) and (9):

min
Θ,W,{T(ℓ)}L

ℓ=1

λTPD
1

L−1

L−1∑
ℓ=1

L(ℓ)
TPD+

1

N

N∑
i=1

LTM(x(i)) (10)

where λTPD is a weight hyperparameter. Here L(ℓ)
TPD regular-

izes topic hierarchy building with sparse and balanced de-
pendencies; LTM assigns topics at each level with different
semantic granularity and infers doc-topic distributions.

Experiment
In this section we conduct experiments to show the effec-
tiveness of our method.

Experiment Setup
Datasets We experiment with the following benchmark
datasets: (i) NeurIPS contains the publications at the
NeurIPS conference from 1987 to 2017. (ii) ACL (Bird et al.
2008) is a paper collection from the ACL anthology from
1970 to 2015. (iii) NYT contains news articles of the New
York Times with 12 categories. (iv) 20NG (Lang 1995) in-
cludes news articles with 20 labels.

Baseline Models We consider the following state-of-the-
art baseline models: (i) nTSNTM (Chen et al. 2021b) uses a
stick-breaking process prior. (ii) HNTM (Chen et al. 2021a)
introduces manifold regularization on topic dependencies.
(iii) SawETM (Duan et al. 2021) proposes a Sawtooth Con-
nection to model topic dependencies. (iv) DCETM (Li et al.

2022) uses skip-connections into document decoding and
a policy gradient training approach. (v) HyperMiner (Xu
et al. 2022) projects topic and word embeddings into hyper-
bolic space. (vi) NGHTM (Chen et al. 2023) models depen-
dencies via non-linear equations. (vii) ProGBN (Duan et al.
2023) crafts documents with more related words for the de-
coding of higher levels. We report average results of 5 runs.
See more implementation details in the Appendix.

Topic Quality
Evaluation Metrics We adopt the below metrics follow-
ing normal topic quality evaluation: (i) Topic Coherence
(TC) measures the coherence between top words of topics.
We evaluate with the widely-used metric CV , outperform-
ing earlier ones (Newman et al. 2010; Röder, Both, and Hin-
neburg 2015). (ii) Topic Diversity (TD) refers to differences
between topics. Following Dieng, Ruiz, and Blei (2020), we
measure TD as the uniqueness of top related words in topics.

Result Analysis Table 1 shows the average TC and TD
scores over all levels. We see our TraCo consistently out-
performs baselines concerning both TC and TD. Especially
TraCo achieves significantly higher TD scores. For exam-
ple, TraCo reaches a TD score of 0.824 on NeurIPS while
the runner-up only has 0.632. These results demonstrate that
our model can generate high-quality topics for different lev-
els with better coherence and diversity.

Topic Hierarchy Quality
Evaluation Metrics We consider the following metrics
to evaluate topic hierarchy: (i) Parent and Child Topic
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Coherence (PCC) indicates the coherence between parent
and child topics. We use CLNPMI (Chen et al. 2021b) to
measure it. CLNPMI computes the NPMI (Lau, Newman,
and Baldwin 2014) of every two words from a parent topic
and its child topic. (ii) Parent and Child Topic Diversity
(PCD) measures the diversity between a parent topic and
its child (Chen et al. 2021b). PCC and PCD together ver-
ify if parent and child topics are relevant and cover differ-
ent semantic granularity. This evaluates the rationality of a
topic hierarchy. (iii) Parent and non-Child Topic Diversity
(PnCD) measures the diversity between a parent topic and
its non-child (Isonuma et al. 2020; Chen et al. 2021a). It
verifies whether a child topic only has a high affinity to its
parent topic. (iv) Sibling Topic Diversity (SD) measures the
diversity between sibling topics. Note that PCD cannot re-
place SD since a parent topic may have repeating children.
We follow the TD metric (Dieng, Ruiz, and Blei 2020) to
compute the above PCD, PnCD, and SD.

Result Analysis Table 2 reports the topic hierarchy quality
results. We have the following observations: (i) Our model
shows higher affinity. We see that our TraCo significantly
surpasses all baselines concerning PCC and PnCD. This sig-
nifies that parent topics more relate to their children and
differ from non-children in the hierarchies of TraCo, man-
ifesting its enhanced affinity. (ii) Our model attains better
rationality. Besides the best PCC, our TraCo reaches the
best PCD compared to all baselines. For example, TraCo
has PCC of 0.077 and PCD of 0.958 on NeurIPS while
the runner-up has 0.014 and 0.905. This evidences that par-
ent and child topics contain not only related semantics but
also different granularity, which shows higher rationality of
our method. (iii) Our model achieves higher diversity. Ta-
ble 2 shows our TraCo outperforms baselines in terms of
SD. For example, NGHTM has a close PCC score on NYT,
but TraCo reaches much higher SD (0.946 vs. 0.351). This
demonstrates our model produces more diverse sibling top-
ics instead of repetitive ones.

Ablation Study
We conduct ablation studies to show the necessity of our
TPD and CDD methods. From Table 3, we see that TPD
effectively mitigates the low affinity and diversity issues.
PCC and SD scores degrade largely if without TPD (w/o
TPD). For example, PCC decreases from 0.077 to -0.033
and SD from 0.972 to 0.710 on NeurIPS. This implies less
related parent and child topics and repetitive siblings. These
results verify that our TPD facilitates the affinity and diver-
sity of topic hierarchies. Besides, we notice that CDD can
alleviate the low rationality issue. PCC and PCD decline
significantly if without CDD (w/o CDD), like from 0.081 to
-0.034 and from 0.932 to 0.795 on ACL, indicating less dis-
tinguishable parent and child topics. This demonstrates that
our CDD improves the rationality of topic hierarchies.

Text Classification and Clustering
Apart from the above comparisons, we evaluate inferred
doc-topic distributions through downstream tasks: text clas-
sification and clustering. Specifically, we train SVM clas-
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Figure 5: Text classification (Acc and F1) and clustering re-
sults (Purity and NMI). The gains of our TraCo are all sta-
tistically significant at 0.05 level.

sifiers with learned doc-topic distributions as features and
predict document labels, evaluated by Accuracy (Acc) and
F1. For clustering, we use the most significant topics in doc-
topic distributions as clustering assignments, evaluated by
Purity and NMI following Zhao et al. (2021). We take the
average classification and clustering results over all hierar-
chy levels on the NYT and 20NG datasets.

Figure 5 shows our TraCo consistently outperforms base-
line methods in terms of both text classification and clus-
tering. These demonstrate that our model can infer higher-
quality doc-topic distributions for different hierarchy lev-
els, which can benefit downstream applications. As we in-
fer higher-level doc-topic distributions via dependencies
(Eq. (5)), these manifest that the learned dependencies of
our model are accurate as well.

Conclusion
In this paper we propose TraCo for hierarchical topic model-
ing. Our TraCo uses a transport plan dependency method to
address the low affinity and diversity issues, and leverages
a context-aware disentangled decoder to mitigate the low
rationality issue. Experiments demonstrate that TraCo can
consistently outperform baselines, producing higher-quality
topic hierarchies with significantly improved affinity, diver-
sity, and rationality. Especially TraCo shows better perfor-
mance on downstream tasks with more accurate topic distri-
butions of documents.
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