Mitigating Idiom Inconsistency: A Multi-Semantic Contrastive Learning Method for Chinese Idiom Reading Comprehension
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Abstract
Chinese idioms pose a significant challenge for machine reading comprehension due to their metaphorical meanings often diverging from their literal counterparts, leading to metaphorical inconsistency. Furthermore, the same idiom can have different meanings in different contexts, resulting in contextual inconsistency. Although deep learning-based methods have achieved some success in idioms reading comprehension, existing approaches still struggle to accurately capture idiom representations due to metaphorical inconsistency and contextual inconsistency of idioms. To address these challenges, we propose a novel model, Multi-Semantic Contrastive Learning Method (MSCLM), which simultaneously addresses metaphorical inconsistency and contextual inconsistency of idioms. To mitigate metaphorical inconsistency, we propose a metaphor contrastive learning module based on the prompt method, bridging the semantic gap between literal and metaphorical meanings of idioms. To mitigate contextual inconsistency, we propose a multi-semantic cross-attention module to explore semantic features between different metaphors of the same idiom in various contexts. Our model has been compared with multiple current latest models (including GPT-3.5) on multiple Chinese idiom reading comprehension datasets, and the experimental results demonstrate that MSCLM outperforms state-of-the-art models.

Introduction
As a distinctive linguistic phenomenon in the Chinese language, Chinese idioms present a significant challenge for Chinese reading comprehension. Chinese idiom is a special kind of condensed form of language expression, typically consisting of four Chinese characters, which convey profound meanings that can differ greatly from their literal meanings, as shown in Table 1. Although large language models (LLMs) like GPT-3 have impressive performance in various reading comprehension tasks, they still struggle with understanding idioms (Bertolini, Weeds, and Weir 2022; Raunak et al. 2023). Given the prevalence of idioms in the Chinese language and the constantly emerging of new ones, a deeper comprehension of idioms is still critical for various natural language processing tasks (Shao et al. 2017; Liu, Pang, and Liu 2019). To address this challenge, Zheng et al. (2019) proposed a cloze task for idioms and built a widely used Chinese idiom cloze test dataset, ChiID. This dataset contains passages with blank spaces accompanied by seven idiom options, as shown in Table 3. The task is to choose the idiom that best fits the context of the blank space, demonstrating the machine’s comprehension of Chinese idioms.

The development of the pre-training models has led to the emergence of various Chinese idiom understanding methods based on BERT model (Devlin et al. 2018) and the Chinese idiom-oriented model (Tan, Jiang, and Dai 2021). CM model (Wang et al. 2020) uses BERT to encode the context sequence and the idiom’s definition. SKER model (Long et al. 2020) constructs a synonym graph of idioms based on their definitions to create new idiom representations. However, these models do not account for the fact that idioms with similar semantic meanings can be applicable to differ-

<table>
<thead>
<tr>
<th>Idiom</th>
<th>Literal Meaning</th>
<th>Metaphorical Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>不翼而飞</td>
<td>Fly away without wings.</td>
<td>Flatness facilitates approachability.</td>
</tr>
<tr>
<td>平易近人</td>
<td>Things suddenly disappeared.</td>
<td>The person is kind and friendly.</td>
</tr>
<tr>
<td>News and words spread quickly.</td>
<td>The text is easy to understand.</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: An example of metaphorical inconsistency. The literal and metaphorical meanings of idioms are different.

<table>
<thead>
<tr>
<th>Idiom</th>
<th>Literal</th>
<th>Metaphorical</th>
</tr>
</thead>
<tbody>
<tr>
<td>对牛弹琴</td>
<td>Talk to unreasonable people.</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Examples of contextual inconsistency. The same idiom may have different meanings in different contexts.
ent scenarios. A prompt-based projection method has been used to fuse the definitions of the idioms (Sha et al. 2023). Nevertheless, directly integrating the definitions of idioms into the model as external knowledge is not reasonable, as the meanings of idioms and their definitions are similar but not equivalent. Moreover, using the definition of the idiom as the representation of the idiom does not consider the different usage scenarios of the idiom in different contexts.

Although deep learning-based methods have achieved some success in idioms reading comprehension, existing approaches still struggle to accurately capture idiom representations. Most Chinese idioms have their roots in ancient myths and historical allusions. And, as time passed, the meanings and usage of these idioms have evolved, leading to inconsistencies in their expressions and meanings (Wang and Luo 2021; Abdessamad 2023). It can be primarily attributed to two factors: metaphorical inconsistency and contextual inconsistency. Table 1 provides an example of the metaphorical inconsistency of idioms, where the idiom’s literal meaning is completely different from its metaphorical meaning. Table 2 provides several examples of contextual inconsistency, where the meaning of an idiom may vary depending on the context and subject. Therefore, it is essential to understand the metaphorical and contextual inconsistencies of idioms to better comprehend their meanings and usage in different situations.

To address the above challenges, we propose a model named Multi-Semantic Contrastive Learning Method (MSCLM). We use a metaphor contrastive learning module to select metaphorical static representations as positive examples for contextual dynamic representations, and representations of other idioms as negative examples. This method bridges the semantic similarity between literal and metaphorical meanings of idioms, and enables the model to learn metaphorical meanings that can distinguish idioms in their semantic feature space. Thus, this module effectively mitigates the issue of metaphorical inconsistency. Inspired by fusing convolutional neural networks (CNNs) and attention mechanisms (Carion et al. 2020; Li et al. 2021, 2022), we adopt a double fusion of convolution and cross-attention mechanism, and propose a multi-semantic cross-attention module. Specifically, 2D convolutions are applied to capture local relationships in text sequences for natural language processing, thereby showing high efficiency in phrase analysis, idiom formation, and modeling local dependencies in language (Liu et al. 2018; Wang and Gang 2018). Meanwhile, a cross-attention mechanism is applied to capture global contextual information, which helps the model better understand the semantics of the entire text sequence (Lee et al. 2018; Hou et al. 2019). This module uses different convolution kernels and cross-attention mechanisms to capture the multi-semantic features of idioms and effectively mitigate the issue of contextual inconsistency.

Experimental results on several benchmark datasets demonstrate that our method outperforms current state-of-the-art methods. In addition, in order to further verify the model’s ability to understand the actual meaning of the idiom, we constructed a new test set CIDT based on the definition of the idiom and the candidate set of synonyms for the idiom. The model needs to select the most matching idiom according to the definition of the idiom. Our MSCLM model also achieves state-of-the-art performance on this additional test set. The main contributions of this paper are as follows:

- A metaphor contrastive learning module is proposed, which enables the model to learn metaphorical feature representations of idioms in the semantic feature space, effectively mitigating the metaphorical inconsistency of idioms.
- A multi-semantic cross-attention module is proposed, which allows the model to learn idiom representations from multiple semantic features in different contexts, effectively mitigating the contextual inconsistency of idioms in different contexts.
- We propose a general framework for cloze-style reading comprehension tasks and a new Chinese idiom cloze test dataset CIDT, enabling a multidimensional understanding of idiom semantic representations.

### Related Work

Although the comprehension of idioms is important for many natural language processing tasks (Shao et al. 2017; Liu, Pang, and Liu 2019; Qin et al. 2021), it has only been gaining attention since 2019. Zheng et al. (2019) proposed the cloze test task and created the dataset ChID to assess machines’ understanding of Chinese idioms. Early work used

<table>
<thead>
<tr>
<th>Passage</th>
<th>Candidate Idioms</th>
<th>Ground Truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>His ankle finally ___ and the fracture caused him to bid farewell to the playoffs early.</td>
<td>NO.1 劳苦功高</td>
<td>NO.3 积劳成疾</td>
</tr>
<tr>
<td></td>
<td>NO.2 不治之症</td>
<td>Long-term overwork and illness.</td>
</tr>
<tr>
<td></td>
<td>NO.3 积劳成疾</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NO.4 香消玉碎</td>
<td>A beautiful young woman dies.</td>
</tr>
<tr>
<td></td>
<td>NO.5 急起直追</td>
<td>Act now and try to catch up.</td>
</tr>
<tr>
<td></td>
<td>NO.6 生龙活虎</td>
<td>Lively and vigorous, full of vitality.</td>
</tr>
<tr>
<td></td>
<td>NO.7 百发百中</td>
<td>Do things with full grasp.</td>
</tr>
</tbody>
</table>

Table 3: An example of Chinese idiom cloze test. The translations of candidate idioms all refer to metaphorical meanings.
BiLSTM (Xu et al. 2019) to encode the input and obtain the hidden state of the blank space, which is used to select idioms. BERT model (Lan et al. 2019) exhibits enhanced feature extraction capabilities compared to LSTM, leading to significant improvement in the accuracy of idiom reading comprehension tasks. The first popular BERT-based idiom cloze model is the dual embedding pre-training model (Tan and Jiang 2020), which encodes the context and learns the dual embedding of the idiom to predict the idiom. This model is pre-trained on a large Chinese corpus in two stages (Tan, Jiang, and Dai 2021). However, the basic BERT model does not learn the correspondence between the literal and actual metaphorical meanings of idioms.

Research has confirmed that synonyms of idioms can facilitate the model’s understanding of idioms (Long et al. 2020). Researchers constructed a synonym graph based on the idiom’s definition and encoded the graph to obtain the idiom representation. However, this method did not consider the multiple meanings of idioms in different contexts. To obtain more accurate idiom representation, external knowledge, such as idiom definitions, was introduced (Wang et al. 2020; Sha et al. 2023). However, using only the definitions of idioms and concatenating their characters into the input sequence cannot be completely equivalent to the representation of idioms in different contexts.

Large language models (LLMs) have made significant strides in NLP tasks such as reading comprehension (Chakrabarty et al. 2022). These LLMs have expanded their capabilities by incorporating richer corpus information and utilizing sophisticated pre-training techniques (Zhang et al. 2021; Wang et al. 2023b). As a result, their performance on the idiom cloze dataset ChID has shown considerable improvements. However, it is important to note that despite these advancements, the unique linguistic characteristics of Chinese idiomatic expressions still pose challenges in terms of inconsistency. Even the strongest ChatGPT model exhibits limitations in comprehending sentences that contain idiomatic phrases (Raunak et al. 2023).

To address the challenges of metaphorical and contextual inconsistency, we propose the metaphor contrastive learning module which can more accurately capture the metaphorical features of idioms by using contrastive learning (Wang et al. 2022, 2023a) and the multi-semantic cross-attention module which can learn idioms from multiple semantic features in different contexts and better capture the relationship between idioms and context.

**MSCLM Model**

To address the metaphorical and contextual inconsistency, we propose the MSCLM model, which comprises the contextual representation learning module, the metaphor contrastive learning module, the multi-semantic cross-attention module, and the idiom prediction module, as shown in Figure 1. During training, each idiom is presented with various
contexts, and the contextual representation learning module captures the dynamic contextual representation of each idiom. The metaphor contrastive learning module employs a contrastive learning method to learn accurate metaphorical static representations, mitigating metaphorical inconsistency. The multi-semantic cross-attention module utilizes cross-attention to capture the relationship between idioms and contexts, and learns multi-semantic features that help mitigate contextual inconsistency. The idiom prediction module predicts the correct idiom.

Problem Formulation
The Chinese idiom cloze test is a task that involves filling in a blank space in a passage with an appropriate idiom. The passage \( P_t = \{p_1, p_2, \cdots, \text{[MASK]}, \cdots, p_n\} \) is given with each character \( p_i \) representing a Chinese character, and the blank space is marked by \text{[MASK]}. The objective is to select the most appropriate idiom from the \( t \)-th candidate set \( C_t = \{c_1, c_2, \cdots, c_j\} \), which contains the possible idioms that can complete the passage.

Contextual Representation Learning Module
The contextual representation learning module is used to capture the dynamic contextual representation of each idiom. We set the \text{[CLS]} and \text{[SEP]} characters at the beginning and end of each sentence in the passage collection \( P \). These serve as markers for sentence sequence representation and sentence boundary. The blank space that needs to be filled is marked as \text{[MASK]}. The context of the idiom that fills the blank space changes with different passage inputs, even for the same idiom. Therefore, the learned representation of the \text{[MASK]} is a dynamic representation of the idiom.

As a result, the \( t \)-th input sequence to the BERT model can be represented as \( P_t = \{[CLS], p_1, p_2, \cdots, \text{[MASK]}, \cdots, p_n, [SEP]\} \). For instance, the example in Table 3 can be rephrased as “[CLS] His ankle finally \[MASK\], and the fracture caused him to bid farewell to the playoffs early. [SEP]”. Next, the transformer blocks of successive layers in BERT perform feature extraction:

\[
h^l_{p_t} = \text{Transformer}(P_t) \tag{1}
\]

The last layer \((l\)-th layer\) of the model obtains the hidden layer representation of \text{[MASK]} as the contextual dynamic representation \( h^l_{p_t} \) for the idiom. While \( h^l_{p_t} \) is the basic representation for the blank space and can be directly used for idiom prediction, its performance is not optimal. This is because a simple contextual representation is not accurate enough, and only using the contextual dynamic representation cannot enable the model to learn the corresponding relationship between the literal meaning and the actual metaphorical meaning of the idiom. There is a metaphorical inconsistency between the literal meaning and the actual metaphorical meaning of the idiom.

Metaphor Contrastive Learning Module
To address metaphorical inconsistency, we use a metaphor contrastive learning module based on the prompt method to semantically narrow the gap between idioms’ literal and metaphorical representations. Specifically, we first use a Chinese whole word mask BERT model (Cui et al. 2021) to obtain the corresponding metaphorical static representation. Then, we construct positive and negative samples, and use the SimCSE model (Gao, Yao, and Chen 2021) to make the semantic distance of positive samples closer in the semantic feature space of idioms.

For the \( t \)-th input sequence \( P_t \), we create the corresponding prompt template \( M_t = \{[CLS]\text{成语}[MASK]\}\) (meaning: [CLS] The definition of idiom [MASK] is \( D \) [SEP]), where \( D \) represents the definition of the idiom. For example, the prompt template corresponding to the idiom “积劳成疾(Long-tong overwork and illness)” in Table 3 is “[CLS] The definition of idiom [MASK] is long-term overwork and illness [SEP]”. We also use the BERT model to process template sentences generated by the prompt method.

\[
h^l_{m_t} = \text{Transformer}(M_t) \tag{2}
\]

The final layer \((l\)-th layer\) of the model obtains the hidden layer representation of \text{[MASK]} as the metaphorical static representation \( h^l_{m_t} \) of the idiom.

Based on the SimCSE model, we select the contextual dynamic representation \( h^l_{p_t} \) and metaphorical static representation \( h^l_{m_t} \) as positive samples, and the representations of other contexts and template sentences within a mini-batch as negative samples for \( h^l_{p_t} \) and \( h^l_{m_t} \). The metaphor contrastive learning module mitigates metaphorical inconsistency by maximizing the consistency of positive samples in the idiom semantic space. The training objective for \((h^l_{p_t}, h^l_{m_t})\) with a mini-batch of \( N \) pairs is:

\[
l_c = -\log \frac{e^{\text{sim}(h^l_{p_t}, h^l_{m_t})}/\tau}{\sum_{i=1}^{N} e^{\text{sim}(h^l_{p_t}, h^l_{m_i})}/\tau} \tag{3}
\]

where \( \tau \) is a temperature hyperparameter and \( \text{sim}(h^l_{p_t}, h^l_{m_i}) \) is the cosine similarity of \( h^l_{p_t} \) and \( h^l_{m_i} \). The metaphor contrastive learning process is trained simultaneously with the idiom cloze test. Therefore, \( l_c \) is an additional loss value obtained through contrastive learning, in addition to the basic idiom cloze test loss.

Multi-Semantic Cross-Attention Module
To effectively tackle contextual inconsistency, we propose a multi-semantic cross-attention module that integrates semantic features of idioms to enhance the model’s ability to comprehend idioms across diverse contexts.

We employ a BERT model to encode each idiom in the candidate set. The idiom is represented as a sequence with \text{[CLS]} and \text{[SEP]} denoting the beginning and end of the idiom, respectively. As an idiom usually contains four Chinese characters, the \( k \)-th idiom \( c_k = \{[CLS], w_1, w_2, w_3, w_4, [SEP]\} \) in the \( t \)-th candidate set \( C_t \) is input to the BERT model. For example, the candidate idiom “劳苦功高 (Work hard and do a lot of credit)” in Table 3 can be rewritten as “\{[CLS], 劳, 苦, 功, 高, [SEP]\)”.
The idiom \(c_k\) is then transformed into an idiom representation \(h^l_{c_k} \in \mathbb{R}^{N \times d}\) using a continuous \(l\)-layer Transformer, where \(N\) is the maximum sequence length and \(d\) is the hidden layer’s dimension.

\[
h^l_{c_k} = \text{Transformer} (c_k)
\]

The final layer (\(l\)-th layer) of the model obtains the hidden layer representation of [CLS] as the idiom representation \(h^l_{c_j}\). Then, the idiom representations of \(i\) idioms in the \(t\)-th candidate set \(C_t\) are concatenated to form the candidate idiom representation \(h^l_{c_t}\).

\[
h^l_{c_t} = \text{Concat} (h^l_{c_{i1}}, \ldots, h^l_{c_{i}}, \ldots, h^l_{c_{in}})
\]

where the Concat function is the concatenation operation.

To leverage the mutual semantic relationship information between idioms, we integrate convolution and cross-attention to facilitate the learning of contextual dynamic representations between idioms. The attention matrix \(A\) makes full use of the semantic information between idioms in the candidate set to guide the semantic learning of idioms in different contexts.

### Idiom Prediction Module

The final idiom prediction module scores each candidate idiom in the candidate idiom set \(C_t\) based on the multi-semantic representation \(h^l_{c_t}\). After applying the softmax function, it computes the probability of selecting idiom \(c_j\) (\(c_j \in C_t\) given the context sequence \(P_t\),

\[
P (c_j | P_t) = \frac{\exp (w \cdot (h^l_{c_j} \otimes h^l_v) + b)}{\sum_{c_j \in C} \exp (w \cdot (h^l_{c_j} \otimes h^l_v) + b)}
\]

where \(w \in \mathbb{R}^d\), \(b \in \mathbb{R}\) are parameters mapping the representation into a score, \(\otimes\) is the element-wise multiplication and \(h_{c_j}\) denotes the embedding vector of each candidate idiom.

The prediction loss \(l_t\) for the idiom cloze test is the minimization of the cross-entropy loss between the correct idiom and the predicted idiom,

\[
l_t = - \sum_{j=1}^{i} c_g \log P (c_j | P_t)
\]

The candidate set of idioms consists of \(i\) idioms, and \(c_g\) is the one-hot label distribution for the correct idiom. The prediction loss \(l_t\) and the contrastive learning loss \(l_c\) are summed to form our overall training objective. The final loss function \(l_f\) can be expressed as:

\[
l_f = l_c + l_t
\]

Idiom prediction and contrastive learning are trained simultaneously, and we fine-tune all parameters using the total training objective \(l_f\).

### Experiments

#### Data and Experimental Setup

**Datasets** The datasets used for our experiments are listed below.

- **ChID** (Zheng, Huang, and Sun 2019), a large-scale Chinese idiom reading comprehension dataset, comprises diverse data types such as news, novels, and essays sourced from the internet. The dataset is segmented into two categories: in-domain and out-of-domain data. The in-domain data includes a training set, a validation set (\(\text{Dev}\)), and a test set (\(\text{Test}\)), while the out-of-domain data comprises the test set (\(\text{Out}\)). The dataset also has a **Sim** test set which has the same passages as the \(\text{Test}\) set. But the candidate idioms in **Sim** are similar to the correct answer, making **Sim** more challenging than **Test** set.

- **ChID-Competition** \(^1\) is an online dataset built upon the ChID dataset. The dataset consists of a collection of passages, each containing multiple blanks that share a set of candidate idioms. One must choose an idiom from a fixed-length set of candidates, with each option allowed only once.

- **CCT** (Jiang et al. 2018) dataset is more challenging. It consists of 108,987 sentences and 7,395 idioms, with 7,071 and 508 idioms in the training and testing sets, respectively. The candidate idioms set includes the correct answer and three other randomly selected idioms.

\(^1\)https://github.com/chujiezheng/ChID-Dataset/tree/master
**Evaluation Metrics**  The evaluation metric is accuracy, which is defined as the proportion of test samples where the model’s chosen idiom corresponds to the correct idiom.

**Experimental Settings**  We trained our model using the Chinese pre-trained BERT (Cui et al. 2021) model, which is based on a whole-word mask. We set the maximum input sequence length to 128 and the batch size to 32. The model was run on an NVIDIA 3080Ti GPU. For training, we used Transformers 3.1.0 (Wolf et al. 2020) and the total number of epochs was 5. The initial learning rate was set to 5e-5, and we employed the warm-up linear schedule strategy with 1000 warm-up steps. Our code and dataset are available.

### Results and Discussion

**Methods to Compare**  We use the following methods to compare with our model.

**Language Model (LM)** (Zhou et al. 2016): This method uses a standard BiLSTM model to encode the given sequence and compare its hidden state with the representation of each candidate idiom to select the idiom.

**Attentive Reader (AR)** (Luong et al. 2015): This method enhances the BiLSTM model using attention mechanism.

**Standard Attentive Reader (SAR)** (Hermann et al. 2015): An improved version of AR using a bilinear function as a matching function for more flexible computations.

**BERT-WWM** (Cui et al. 2021): An upgraded version of the BERT model that uses a whole word mask to mask the word.

**Synonym Knowledge Enhanced Reader (SKER)** (Long et al. 2020): This method constructs a synonym graph based on cosine similarity of idiom embeddings and encodes the graph to replace the original idiom representation.

**BERT-based Two-stage Model (BTSM)** (Tan, Jiang, and Dai 2021): This model is pre-trained on a large Chinese corpus and fine-tuned to predict idioms.

**Correcting the Misuse (CM)** (Wang et al. 2020): This method introduces idiom definitions and uses an attribute attention mechanism to balance the weights of different attributes among different representations of idioms.

**BERT-IDS** (Dai et al. 2023): Using the definition of idioms to re-train the BERT, and then uses multi-granularity integrated attention to capture multi-dimensional information.

**PRIEM** (Sha et al. 2023): Fusing the definitions of idioms through the prompt method and then using orthogonal projection to distinguish idioms’ representations.

**GPT-3.5** (OpenAI 2023): A large language model developed by OpenAI, has achieved superior performance in various NLP tasks.

**MSCLM-C**: Our method only uses the metaphor contrastive learning module.

**MSCLM-M**: Our method only uses the multi-semantic cross-attention module.

**MSCLM-(C+M)**: Our method both uses the metaphor contrastive learning module and the multi-semantic cross-attention module.

### Results and Analysis

Table 4 displays the accuracy of all methods on the ChID dataset. Table 5 and 6 show the experimental results of the ChID Competition, CCT, and CIDT datasets. The performance of humans, LM, AR, and SAR is directly obtained from ChID (Zheng, Huang, and Sun 2019). The results in Tables 4, 5, and 6 indicate that our MSCLM model outperforms other methods. Compared with the best results in the past, our model has an improvement of 1%-5% on each data set, especially on the ChID’s Sim and the CIDT datasets, reaching 98.8% accuracy. Previous methods based on the BERT model do not fully consider both the metaphorical inconsistency and the contextual inconsistency of idioms. The GPT-3.5 model has shown remarkable proficiency in handling various reading comprehension tasks. While results in Tables 4 and 5 reveal that there is still significant scope for enhancing its reading comprehension ability concerning Chinese idioms.

The MSCLM-C method introduces the definition knowl-
edge of idioms through the prompt method, and then uses contrastive learning to narrow the semantic relationship between the literal and metaphorical meanings of idioms, thus mitigating metaphorical inconsistency of idioms. With a multi-semantic cross-attention module, learning the multiple semantic features of idioms in different contexts helps to mitigate the contextual inconsistency of idioms. The model learns the correlation between idiom representations and different contextual representations, and the MSCLM-M method performs better.

The CIDT dataset requires the model to correctly understand the metaphorical meaning of idioms, and to distinguish idioms with similar meanings when selecting idioms. Since the sentences in CIDT are relatively short and straightforward, the performance of GPT-3.5 is much higher than it is on ChID and CCT. Our MSCLM model achieves the best performance on CIDT, further verifying that our model achieves a deep understanding of idiom semantics.

**Visualization and Analysis of MSCLM Model**

To better illustrate the impact of the proposed modules, we visualize and analyze the idiom representations before and after applying metaphor contrastive learning and multi-semantic cross-attention.

We randomly selected 100 idiom representations and their definition representations, and used the t-SNE algorithm to draw the 2D distribution of representations before and after metaphor contrastive learning. As depicted in Figure 2, the distance between the idiom’s representation and its definition representation becomes closer after training. In the semantic feature space of the idiom, the literal and metaphorical meanings of idioms are more consistent.

We also randomly selected 20 idioms with dual metaphorical meanings, and selected two corresponding contexts for the metaphorical meanings of the idioms. We drew the similarity heat map of the idioms’ representation in the two selected contexts before and after the multi-semantic cross-attention, as shown in Figure 3. The similarity of the same idiom in the two contexts before multi-semantic cross-attention is very high, around 0.8. However, after the multi-semantic cross-attention, the similarity has significantly reduced. This shows that the semantic distinction of the same idiom in different contexts is more obvious, and the multi-semantic cross-attention module can effectively mitigate the contextual inconsistency.

**Conclusion**

In this paper, we propose an MSCLM model for Chinese idiom reading comprehension, which utilizes a metaphor contrastive learning module to reduce the semantic distance between the idiom representation and its actual metaphorical meaning. By learning the metaphorical features of idioms in the semantic feature space, our model mitigates the metaphorical inconsistency of idioms. Next, we employ a multi-semantic cross-attention module to help the model learn the semantics of idioms in multiple contexts to further mitigate the contextual inconsistency of idioms. Our MSCLM model outperforms state-of-the-art models on previous Chinese idiom comprehension datasets. In the future, we plan to combine our module with some large language models for reading comprehension research on English slang and other metaphorical languages.
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