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Abstract
In open-domain Question Answering (QA), dense retrieval is crucial for finding relevant passages for answer generation. Typically, contrastive learning is used to train a retrieval model that maps passages and queries to the same semantic space. The objective is to make similar ones closer and dissimilar ones further apart. However, training such a system is challenging due to the false negative issue, where relevant passages may be missed during data annotation. Hard negative sampling, which is commonly used to improve contrastive learning, can introduce more noise in training. This is because hard negatives are those closer to a given query, and thus more likely to be false negatives. To address this issue, we propose a novel contrastive confidence regularizer for Noise Contrastive Estimation (NCE) loss, a commonly used loss for dense retrieval. Our analysis shows that the regularizer helps dense retrieval models be more robust against false negatives with a theoretical guarantee. Additionally, we propose a model-agnostic method to filter out noisy negative passages in the dataset, improving any downstream dense retrieval models. Through experiments on three datasets, we demonstrate that our method achieves better retrieval performance in comparison to existing state-of-the-art dense retrieval systems.

Introduction
Text retrieval involves searching for relevant information in vast text collections based on user queries. Efficient and effective methods for this task have revolutionized how we interact with information systems. Recently, there has been growing interest in augmenting large language models (LLMs) with text retrieval for question answering (QA) (Lewis et al. 2020a; Guu et al. 2020; Glass et al. 2022; Borgeaud et al. 2022; Fu et al. 2022; Zhang et al. 2023). These approaches harness retrieval models to obtain external knowledge and ground LLM outputs, reducing hallucinations and the need for frequent LLM updates. Interestingly, augmenting an LLM with a retrieval helps reduce the number of parameters required to achieve similar performance as larger LMs (Mialon et al. 2023).

Text retrieval methods can be broadly categorized into two main approaches: sparse and dense retrievals. Sparse methods, such as BM25, exploit the frequency of words to measure the relevance between a passage and a query. While efficient, these methods often fall short of capturing intricate relationships and contextual nuances of language. In contrast, dense retrieval methods aim to learn meaningful representations from the semantic content of passages and queries effectively. These models can be trained based on a pretraining model (e.g., BERT, RoBERTa) as well as fine-tuned for downstream QA tasks (Lewis et al. 2020b), offering easy integration. In addition, it is possible to apply approximate nearest neighbors (ANN) with dense retrieval (Xiong et al. 2021) for efficient retrieval.

This paper focuses on dense retrieval, where contrastive learning is often employed to train passage and query encoders. The core principle of contrastive learning is to encode passages and queries such that relevant passages are closer to their corresponding query in the embedding space, while irrelevant passages are farther away. To train such encoders, we need a labeled dataset with queries annotated with relevant passages (positive samples). However, due to the vast number of candidate passages and the complexity of questions, it is common for annotators to miss relevant information (texts) during data preparation, leading to unlabeled positive examples (false negatives) in the training set. Recent studies support this assumption. For instance, Ni, Gardner, and Dasigi (2021) found that over half of 50 answerable questions from the IIRC dataset (Ferguson et al. 2020) had at least one missing piece of evidence. Similarly, Qu et al. (2021) manually reviewed top-retrieved passages not labeled as positives in MSMARCO (Nguyen et al. 2016) and detected a 70% false negative rate. On the other hand, it is essential to sample hard negatives for effective contrastive learning. Here, hard negatives refer to passages obtained from the top results of a pre-trained dense retrieval model or BM25. Unfortunately, hard negative sampling is susceptible to higher false negative rates in noisy datasets because such negative samples are more likely to be mislabeled ones. Therefore, mitigating the impact of false negatives can potentially improve the performance of dense retrieval.

Several strategies have recently emerged to address the problem of false negatives. Qu et al. (2021) use a highly effective but inefficient reranker based on a cross-encoder to identify high-confidence negatives as true negatives, which were then used to train the retrieval model. Ni, Gardner, and
Dasigi (2021) leverage answers in the downstream QA task and design several heuristics to detect valid contexts such as lexical overlapping (between a gold answer and a candidate passage). Recently, Zhou et al. (2022) suggest selecting samples that are highly similar to positive samples but not too close to the query. These samples are considered informative negatives and unlikely to be false negatives. Despite the recent progress, these current methods are primarily based on heuristics and lack a theoretical guarantee.

This paper formalizes the problem of training dense retrieval with false negatives into the peer loss framework (Liu and Guo 2020; Cheng et al. 2021), a theoretical sound approach to learning with label noise. We extend this framework by developing a confidence regularizer for NCE, a commonly used loss for training dense retrieval models. Our regularized loss function increases the model’s confidence and proves to be robust against false negatives. By encouraging confident scoring, we prevent the model from overfitting to noise, resulting in a more robust retrieval model. We then propose a new passage sieve algorithm, that makes use of a confidence regularized retrieval model to select true hard negatives. The clean dataset after the passage sieve is then used to train a stronger retrieval model. We prove that our method can successfully filter out false negatives from hard negatives under mild assumptions. Through experiments on three datasets, we demonstrate that our method achieves better retrieval performance compared to existing state-of-the-art dense retrieval systems that rely on heuristic false negative filtering. Supplementary materials (the appendix, codes) can be found in our GitHub¹.

Related Works

Dense Retrieval

The dual-encoder (two-towers or biencoder) architecture (Huang et al. 2013; Reimers and Gurevych 2019) is the common choice for dense retrieval thanks to its high efficiency. However, vanilla dual encoders have several challenges such as the limited expressiveness compared to cross-encoders, and the suboptimal performance due to non-informative negative samples. As a result, various solutions have been introduced to improve vanilla dual encoders from different perspectives such as knowledge distillation (Ren et al. 2021b; Lu et al. 2022), lightweight interaction models (Khattab and Zaharia 2020; Humeau et al. 2019), sophisticated training procedure (Zhang et al. 2021; Qu et al. 2021; Ren et al. 2021b), negative sampling strategies (Karpukhin et al. 2020; Xiong et al. 2021; Qu et al. 2021; Zhou et al. 2022). In this paper, we focus mostly on negative sampling strategies, particularly targeting the false negative issue. Unlike the closely related works (Qu et al. 2021; Zhou et al. 2022; Ni, Gardner, and Dasigi 2021), which exploit heuristic strategies, our method leverages the peer-loss approach (Liu and Guo 2020), effectively combining practical application with a theoretically-informed perspective.

Label-Noise Robust Machine Learning

Developing machine learning models that are robust against label noise is important for supervised learning. Existing methods tackle label noise based on the type of noise, such as random noise (Natarajan et al. 2013; Manwani and Sastri 2013), class-dependent noise (Liu and Tao 2015; Patrini et al. 2017; Yao et al. 2020), or instance-dependent noise (Zhu, Liu, and Liu 2021; Cheng et al. 2021; Xia et al. 2020; Yang et al. 2022; Hao et al. 2022). Unfortunately, these methods are mainly designed for multi-class classification, and thus cannot be directly applied to our task.

Also relevant to our work are (Chuang et al. 2020; Robinson et al. 2020) which consider the issue of bias in contrastive learning for multi-class classification. These studies rely on the assumption of a fixed uniform noise probability across different classes (i.e. queries in our case) to approximate the positive and negative distributions. In contrast, our work concerns noise in supervised contrastive learning for query-dependent ranking, where the distributions of positives and negatives are not the same for different queries. For example, it is more likely for queries with high recall to be associated with false negatives. In other words, the noise probability is not uniform across queries.

Preliminaries

Problem Formalization

Let $C$ be a collection of textual passages, and $\tilde{D} = \{(q_n, p_n^+, \tilde{N}_q_n)\}$ indicates the noisy set of tuples, each consists of a query $q_n$, an annotated positive $p_n^+ \in C$, and a set of sampled negatives $\tilde{N}_q_n \subset C$ with possible false negatives. Our objective is to mitigate the impacts of such false negatives and learn a robust retrieval model that can closely match the model trained on the clean dataset $D = \{(q_n, p_n^+, N_q_n)\}$ without false negatives.

Dual-Encoders for Dense Retrieval

A question or a passage is encoded as dense vectors separately, and the similarity is determined as the dot product of the encoder outputs.

$$sim(q, p) = <E_{qry}(q), E_{psg}(p)>$$

where $E_{qry}$, $E_{psg}$ represent distinct encoders that map the query and the passage into dense vectors, and $<, >$ is the similarity function such as dot product, cosine or Euclidean distance. The encoders are often built based on a pre-trained language model such as BERT-based (Karpukhin et al. 2020; Luan et al. 2021; Xiong et al. 2021; Oguz et al. 2022; Zhang et al. 2022), ERNIE-based (Qu et al. 2021; Ren et al. 2021b; Zhang et al. 2021) or RoBERTa-based (Oguz et al. 2022) etc. Since passages and queries are encoded separately, passage embeddings can be precomputed and indexed using Faiss (Johnson, Douze, and Jégou 2021) for efficient search.

Contrastive learning is commonly used to train dual encoders (Karpukhin et al. 2020; Xiong et al. 2021; Qu et al. 2021; Zhou et al. 2022). Typically, it is assumed that we have access to the clean training set $D = \{(q_n, p_n^+, N_q_n)\}$. Using

¹https://github.com/wangskyGit/passage-sieve
this training set, we measure the NCE (Noise-Contrastive Estimation) loss for a given query \( q_n \) as follows:

\[
\ell_{\mathrm{NCE}}(p^+_n, q_n) = - \ln(f(p^+_n, q_n)) = - \ln\left(\frac{e^{\operatorname{sim}(p^+_n, q_n)}}{\sum_{p^-_i \in \mathcal{N}_{q_n}} e^{\operatorname{sim}(p^-_i, q_n)} + e^{\operatorname{sim}(p^+_n, q_n)}}\right)
\]

(2)

The total loss function can be calculated as follows:

\[
\frac{1}{N} \sum_{n \in [N]} \ell_{\mathrm{NCE}}(p^+_n, q_n)
\]

(3)

where \( N \) is the total number of queries in the dataset, and \([N] = \{1, 2, \ldots, N\}\).

Negative sampling aims to select samples for \( \mathcal{N}_{q_n} \) and plays an important role in learning effective representations with contrastive learning. In the context of dense retrieval, two common strategies for negative sampling are in-batch negatives and hard negatives (Karpukhin et al. 2020; Xiong et al. 2021; Qu et al. 2021). In-batch negatives involve selecting positive passages from other queries in the same batch as negative samples. Generally, increasing the number of in-batch negatives improves dense retrieval performance. On the other hand, hard negatives are usually informative samples that receive a high similarity score from another retrieval model (e.g., BM25, a pre-trained DPR) (Karpukhin et al. 2020). Hard negatives can result in more effective training for DPR, yet including such samples may exaggerate the issue of false negatives.

**Peer Loss and Confidence Regularization**

The problem of learning with label noise has been extensively researched in the context of classification tasks (Liu and Guo 2020; Xia et al. 2020; Zhu, Liu, and Liu 2021; Cheng et al. 2021; Yang et al. 2022; Hao et al. 2022). Recently, two effective methods called Peer Loss (Liu and Guo 2020) and its inspired Confidence Regularizer (Cheng et al. 2021; Zhu, Liu, and Liu 2021) have been introduced to train robust machine learning models. One advantage of these methods is that they can work without requiring knowledge of the noise transition matrix or the probability of labels being flipped between classes.

The concept of peer loss is initially introduced for the binary classification problem. In this setting, we use \( x \) to indicate an instance (a feature vector), \( y \in \{-1, 1\} \) and \( \hat{y} \in \{-1, 1\} \) to represent the clean label and noisy labels, respectively. For each sample \((x_n, y_n)\), the peer loss is then defined for cross-entropy loss as follows:

\[
\ell_{\mathrm{PL}}(g(x_n), \hat{y}_n) = \ell_{\mathrm{CE}}(g(x_n), \hat{y}_n) - \ell_{\mathrm{CE}}(g(x_{n1}), \hat{y}_{n2})
\]

(4)

where \( g \) indicates the classification function, \( x_{n1} \) and \( \hat{y}_{n2} \) are derived from different, randomly selected peer sample for \( n \). Here, the first term measures the loss of the classifier prediction, whereas the second term penalizes the model when it excessively agrees with the incorrect or noisy labels (Liu and Guo 2020).

Inspired by peer loss, Cheng et al. (2021) develops CORES\(^2\), which extends the framework for multi-class classification and uses the first-order statistic instead of randomly selecting peer samples. Specifically, the new loss in CORES\(^2\) is defined as follows:

\[
\ell(g(x_n), \hat{y}_n) = \ell_{\mathrm{CE}}(g(x_n), \hat{y}_n) - \beta \mathbb{E}_{\hat{Y}}[\ell_{\mathrm{CE}}(g(x_n), \hat{Y})]
\]

(5)

where \( \beta \) is a hyper-parameter, \( \hat{Y} \) denotes the random variable corresponding to the noisy label and \( \hat{D}_Y \) indicates the marginal distribution of \( \hat{Y} \). It has been shown that learning with an appropriate \( \beta \) will make the loss function robust to instance-dependent label noise with theoretical guarantee (Cheng et al. 2021).

**Contrastive Confidence Regularizer**

We can adopt the above confidence regularization by introducing a binary label \( y \) associated with each pair of queries and passages, where \( y = +1 \) indicates the positive pair and \( y = -1 \) vice versa. Subsequently, CORES\(^2\) can be used with pairwise cross-entropy to mitigate the impacts of false negatives on training the retrieval model. Unfortunately, the cross-entropy loss is not as effective as the NCE loss (Eq. 3) for dense retrieval since the latter can learn a good ranking function by contrasting a positive sample over a list of negatives (Karpukhin et al. 2020). As a result, we aim to extend the framework of peer loss and tailor the confidence regularization to the NCE loss.

To adopt the peer-loss framework, we extend NCE loss to measure loss values associated with negative pairs \( (\hat{p}_n, q_n) \) besides positive ones. It is noteworthy that the original NCE loss (Eq. 3) incorporates all positive and negative pairs as besides positive ones. It is noteworthy that the original NCE loss (Eq. 3) incorporates all positive and negative pairs as:

\[
\ell(g(x_n), \hat{y}_n) = \ell_{\mathrm{CE}}(g(x_n), \hat{y}_n) - \beta \mathbb{E}_{\hat{Y}}[\ell_{\mathrm{CE}}(g(x_n), \hat{Y})]
\]

(5)

where \( \beta \) is a hyper-parameter, \( \hat{Y} \) denotes the random variable corresponding to the noisy label and \( \hat{D}_Y \) indicates the marginal distribution of \( \hat{Y} \). It has been shown that learning with an appropriate \( \beta \) will make the loss function robust to instance-dependent label noise with theoretical guarantee (Cheng et al. 2021).
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of $P_n$, given distribution $\tilde{D}$. Note that $Q_{n_2}$ is a uniform random variable, or $\mathbb{P}(Q_{n_2} = q_n) = 1/N$, the contrastive peer loss has the following form in expectation:

$$\frac{1}{N} \sum_{n \in [N]} \mathbb{E}_{\tilde{D} | P_n \sim Q_{n_2}} [\ell_{\text{NCE}}(p_{n_1}^+, q_n) - \ell_{\text{NCE}}(P_n, Q_{n_2})]$$

$$= \frac{1}{N} \sum_{n \in [N]} [\ell_{\text{NCE}}(p_{n_1}^+, q_n) - \mathbb{E}_{\tilde{D} | P_n \sim Q_{n_2}} [\ell_{\text{NCE}}(P_n, q_n)]]$$

$$= \frac{1}{N} \sum_{n \in [N]} \mathbb{E}_{\tilde{D} | P_n \sim Q_{n_2}} [\ell_{\text{NCE}}(p_{n_1}^+, q_n) - \mathbb{E}_{D} [\ell_{\text{NCE}}(P_n, q_n)]]$$

The last approximation equation is obtained because when considering the batch training in dense retrieval, $P_n$ is drawn from in-batch passages. In addition, all the passages in batch form the conditional passage distribution of query $q_n$. From this derivation, we can get the new noise robust contrastive loss function (i.e. $\ell_{\text{RCL}}$) with contrastive confidence regularizer denoted by $\ell_{\text{CCR}}$ as follows:

$$\ell_{\text{CCR}}(p_{n_1}^+, q_n) = \mathbb{E}_{\tilde{D} | P_n \sim Q_{n_2}} [\ell_{\text{NCE}}(p_{n_1}^+, q_n)]$$

$$\ell_{\text{RCL}}(p_{n_1}^+, q_n) = \ell_{\text{NCE}}(p_{n_1}^+, q_n) - \beta \cdot \ell_{\text{CCR}}(p_{n_1}^+, q_n) \quad (8)$$

In the following, we first empirically prove that our regularized loss function makes the retrieval model more confident, hence being more robust against false negatives. We then present the main theories that guarantee the robustness of our regularized NCE loss.

**Analysis on Simulated Data**

The RCL loss (eq. 8) is minimized by making the first term smaller and the expectation term bigger. In other words, we pull the loss associated with positive passages further from the average (the expectation) loss, subsequently making the model more confident in predicting positive passages. Intuitively, as label noise distorts the learning signal in clean data, the model trained on noisy datasets often fits noises, hence becoming less confident (Cheng et al. 2021). By making the model more confident, we can partially reverse it and obtain a more robust retrieval model. We verify this intuition by conducting a simulation on the Natural Question (NQ) dataset (Kwiatkowski et al. 2019). Specifically, we randomly convert some positive passages to false negatives and observe the effects of contrastive confidence regularizer $\ell_{\text{CCR}}$ on the distributions of the similarity scores in different groups of passages including false negatives, hard negatives and in-batch negatives. The experimental results in Figure 1 indicate that if we do not include the $\ell_{\text{CCR}}$ term (i.e., $\beta = 0$), the distributions are close to each other. On the other hand, incorporating the $\ell_{\text{CCR}}$ term makes it easier to separate these distributions. It should be noted that a small overlapping between the false negative and hard negative distributions is expected. This is because while all samples in the simulated “false negatives” category are certainly positive passages, there exist (unknown) false negatives in the “hard negatives” category.

**Theoretical Analysis**

Theoretical analysis shows that our RCL loss enjoys similar properties with CORES$^2$. The detailed proof can be found in the Appendix, where the main idea is that we introduce pseudo-labels to bridge NCE loss and cross-entropy loss and follow a similar proof sketch with (Cheng et al. 2021). The main result is summarized in the following theorem.

**Theorem 1.** With the assumption that the possibility of a noisy pair is smaller than a clean pair and a suitable selection of $\beta$, we have: minimizing $\mathbb{E}_{D} [\ell_{\text{NCE}}(p^+, q) - \beta \cdot \ell_{\text{CCR}}(p^+, q)]$ is equivalent to minimizing $\mathbb{E}_{D} [\ell_{\text{NCE}}(p^+, q)]$

Theorem 1 indicates that the contrastive confidence regularizer effectively addresses the adverse effect of false negatives on the loss function. Specifically, we can decompose the regularized loss so that the impact of false negatives is mostly captured by the product of $\ell_{\text{CCR}}$ and a scaling factor (the last term in Eq. (6), Appendix). Here, the scaling factor is intuitively related to the difference between the relative clean rate of a sample (compared to the average clean rate) and $\beta$. When $\beta$ is large enough, this scaling factor is negative, thus reversing the (term) gradient associated with instances with labeled noise. Note that $\beta$ should not be too large, otherwise it will affect learning from clean data. This
When the assumption in Theorem 1 holds, we derive the following theorem.

**Theorem 2.** When the similarity function $\text{sim}$ is bounded (e.g., cosine similarity) and there is no false positive in the dataset $\mathcal{D}$, the $\beta$ that satisfies Theorem 1 must exist and be in the interval $[0, 1]$.

Theorem 2 shows that under the setting of dense passage retrieval with false negatives, one can select a suitable $\beta$ between the interval $[0, 1]$. However, this theorem only applies when the similarity function is bounded and there is no other source of noise besides false negatives. In practical scenarios, many dense passage retrieval algorithms employ dot-product similarity instead of cosine similarity. When the loss function is not bounded, and there is an excessive number of negative passages, the confidence regularizer can cause the model to overly optimize the loss associated with negative cases. Our experiments indicate that in such situations, the contrastive confidence regularizer still helps as long as a sufficiently small value for $\beta$ is selected. In general, as the batch size increases and in-batch negative sampling is utilized, we should decrease the value of $\beta$.

**Passage Sieve Method**

The previously proposed regularization is helpful towards dense retrieval models based on contrastive NCE loss, but not applicable to sophisticated methods such as AR2 (Zhang et al. 2021), which do not make use of NCE loss. As a result, we design a novel passage sieve algorithm, which can be used as pre-processing for the noisy datasets $\mathcal{D}$ to obtain relatively clean datasets for training.

Our method is presented in Algorithm 1. We first train DPR (Karpukhin et al. 2020), a dual-encoder based retrieval model on the noisy dataset. We then refine the retrieval model using the contrastive confidence regularizer. Afterward, we identify the hard negative passages with a loss function value $\ell_{NCE}(p, q_n)$ higher than the average loss value $\frac{1}{|\mathcal{X}_n| + |\mathcal{D}|} \sum_{q \in \mathcal{Y}} \ell_{NCE}(p, q_n)$, and set them as confident negatives. Finally, we discard all other passages except for the confident negatives to obtain a “clean” dataset. It is noteworthy that we employ cosine similarity to satisfy the assumptions outlined in Theorem 2.

**Lemma 1.** Algorithm 1 ensures that a negative sample $p^-$ in hard negatives will NOT be selected into the sieved dataset $\mathcal{D}^*$ if its score $f(p^-, q)$ given by the model $f$ (eq. 2) is more than a random guess, i.e., its similarity score after softmax is bigger than the average value $1/(|\mathcal{X}_n| + 1)$.

Lemma 1 provides the sufficient condition for accurately selecting true negatives in Algorithm 1. In this algorithm, the DPR model is trained with robust contrastive loss and cosine similarity. According to Theorems 1 and 2, by selecting a suitable value of $\beta \in [0, 1]$, minimizing $\mathbb{E}_{D} [\ell_{NCE}(p, q) + \ell_{CCR}(p, q)]$ is equivalent to minimizing $\mathbb{E}_{D} [\ell_{NCE}(p, q)]$. This implies that false negatives are gradually given scores closer to the positive passage, and higher compared to hard negatives and in-batch negatives. Considering the abundance of true negatives, the scores assigned to false negatives will exceed random guesses at some point. Consequently, false negatives will be excluded from the sieved dataset in Algorithm 1, resulting in a clean dataset $\mathcal{D}$.

Compared to vanilla DPR, DPR with CCR introduces additional computation associated with the expectation calculation, the second term in Eq. 8. Fortunately, this can be approximated by taking the mean value of the NCE losses of all passages given the query. In addition, the calculation of NCE losses is dominated by the calculation of the similarity matrix (Eq. 2), which is also needed in vanilla DPR. Consequently, the contrastive confidence regularizer only slightly increases the time complexity when implemented appropriately. It is worth noting that when using retrieval models like DPR, ANCE, or RocketQA that employ NCE loss, using the robust contrastive loss in section should be sufficient.

**Experiment**

**Experimental Setup**

**Datasets** We conduct experiments on three public QA datasets: Natural Question (NQ) (Kwiatkowski et al. 2019), Trivia QA (TQ) (Joshi et al. 2017) and MSMARCO Passage Ranking (MS-pas) (Nguyen et al. 2016). The detailed statistics are given in the supplementary material.

**Evaluation Metrics** Following previous works, we report R@k (k=5, 20, 100) for NQ and TQ, and MRR@10, R@k (k=50, 1K) for MS-pas. Here, MRR refers to the Mean Reciprocal Rank that calculates the reciprocal rank where the first relevant passage is achieved, and R@k measures the proportion of relevant passages (recall) in top-k results.

---

Algorithm 1: Passage Sieve Algorithm

**Input**: Noisy dataset $\mathcal{D}$ with false negatives

**Parameter**: Hyper-parameter $\beta$, learning rate $\alpha$, training epochs $T$

**Output**: Sieved dataset $\mathcal{D}^*$

1. Get the pre-trained DPR model $\mathcal{M}$
2. Train $\mathcal{M}$ with robust contrastive loss for $T$ epoch:
3. for $i \in [T]$ do
4. for $(q, p^+, N_q)$ in $\mathcal{D}$ do
5. Calculate $\ell_{RCL}$ according to equation 8
6. Compute gradients $\nabla \leftarrow \nabla_{\mathcal{M}} \ell_{RCL}$
7. Update the model parameters: $\mathcal{M} \leftarrow \mathcal{M} - \alpha \cdot \nabla$
8. Evaluate all the hard negatives:
9. Initialize empty dataset $\mathcal{D}^*$
10. for $(q, p^+, N_q)$ in $\mathcal{D}$ do
11. $N_q^* \leftarrow \emptyset$ (list of selected hard negatives)
12. $th = \frac{1}{|\mathcal{D}|} \sum_{p \in \mathcal{D}} |\mathcal{N}_{CE}(p, q; \mathcal{M})| \{\text{Threshold}\}$
13. for $p^-$ in $N_q^*$ do
14. $\ell^- = \ell_{NCE}(p^-, q)\mathcal{M}$
15. if $\ell^- \geq th$ then
16. Append $p^-$ to $N_q^*$
17. Append $(q, p^+, N_q^*)$ to $\mathcal{D}^*$
18. Return Sieved dataset $\mathcal{D}^*$ with confident false negatives

---
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<table>
<thead>
<tr>
<th>Method</th>
<th>NQ</th>
<th>TQ</th>
<th>MS-pas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R@5</td>
<td>R@20</td>
<td>R@100</td>
</tr>
<tr>
<td>DPR (Karpukhin et al. 2020)</td>
<td>-</td>
<td>78.4</td>
<td>85.3</td>
</tr>
<tr>
<td>ANCE (Xiong et al. 2021)</td>
<td>71.8</td>
<td>81.9</td>
<td>87.5</td>
</tr>
<tr>
<td>COIL (Gao, Dai, and Callan 2021)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ME-BERT (Luan et al. 2021)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Individual top-k (Sachan et al. 2021)</td>
<td>75.0</td>
<td>84.0</td>
<td>89.2</td>
</tr>
<tr>
<td>RocketQA (Qu et al. 2021)</td>
<td>74.0</td>
<td>82.7</td>
<td>88.5</td>
</tr>
<tr>
<td>RDR (Yang and Seo 2020)</td>
<td>-</td>
<td>82.8</td>
<td>88.2</td>
</tr>
<tr>
<td>RocketQA v2 (Ren et al. 2021b)</td>
<td>75.1</td>
<td>83.7</td>
<td>89.0</td>
</tr>
<tr>
<td>PAIR (Ren et al. 2021a)</td>
<td>74.9</td>
<td>83.5</td>
<td>89.1</td>
</tr>
<tr>
<td>DPR-PAQ (Oguz et al. 2022)</td>
<td>74.2</td>
<td>84.0</td>
<td>89.2</td>
</tr>
<tr>
<td>Condenser (Gao and Callan 2021)</td>
<td>-</td>
<td>83.2</td>
<td>88.4</td>
</tr>
<tr>
<td>coCondenser (Gao and Callan 2022)</td>
<td>75.8</td>
<td>84.3</td>
<td>89.0</td>
</tr>
<tr>
<td>ERNIE-Search (Lu et al. 2022)</td>
<td>77.0</td>
<td>85.3</td>
<td>89.7</td>
</tr>
<tr>
<td>MVR (Zhang et al. 2022)</td>
<td>76.2</td>
<td>84.8</td>
<td>89.3</td>
</tr>
<tr>
<td>PROD (Lin et al. 2023)</td>
<td>75.6</td>
<td>84.7</td>
<td>89.6</td>
</tr>
<tr>
<td>COT-MAE (Wu et al. 2023)</td>
<td>75.5</td>
<td>84.3</td>
<td>89.3</td>
</tr>
<tr>
<td>AR2 (Zhang et al. 2021)</td>
<td>77.9</td>
<td>86.0</td>
<td>90.1</td>
</tr>
<tr>
<td>AR2+passage sieve</td>
<td>79.2</td>
<td>86.4</td>
<td>90.7</td>
</tr>
</tbody>
</table>

Table 1: Performance of passage sieve with the robust contrastive loss on NQ, TQ test sets, and MS-pas development set. The results of the baselines are from the original papers. All results with AR2 as the backbone are obtained from training AR2 with the same batch size and the same number of hard negatives as in (Zhang et al. 2021).

<table>
<thead>
<tr>
<th>Method</th>
<th>B</th>
<th>R@5</th>
<th>R@20</th>
<th>R@100</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR2</td>
<td>64</td>
<td>77.9</td>
<td>86.0</td>
<td>90.1</td>
</tr>
<tr>
<td>AR2+SimANS</td>
<td>64</td>
<td>78.6</td>
<td>86.2</td>
<td>90.3</td>
</tr>
<tr>
<td>AR2+passage sieve</td>
<td>32</td>
<td>78.6</td>
<td>86.1</td>
<td>90.5</td>
</tr>
<tr>
<td>AR2+passage sieve</td>
<td>64</td>
<td>79.2</td>
<td>86.4</td>
<td>90.6</td>
</tr>
<tr>
<td>AR2</td>
<td>64</td>
<td>78.2</td>
<td>84.4</td>
<td>87.9</td>
</tr>
<tr>
<td>AR2+SimANS</td>
<td>64</td>
<td>78.6</td>
<td>84.6</td>
<td>88.1</td>
</tr>
<tr>
<td>AR2+passage sieve</td>
<td>32</td>
<td>78.6</td>
<td>84.8</td>
<td>88.3</td>
</tr>
<tr>
<td>AR2+passage sieve</td>
<td>64</td>
<td>78.7</td>
<td>84.7</td>
<td>88.2</td>
</tr>
</tbody>
</table>

Table 2: Comparison of AR2, AR2+SimANS and AR2+passage sieve, where B stands for batch size. Here, the number of hard negatives is set to 15 which is the same as in Section .

**Effects of Passage Sieve Method**

**Experimental Design** We implement our passage sieve method on top of AR2 (Zhang et al. 2021), which is referred to as AR2+passage sieve. To evaluate the effectiveness of our passage sieve method, we compare it with the original AR2 along with other contemporary baselines. The details on the baselines are given in the supplementary material.

During the passage sieve procedure in AR2+passage sieve, we set $\beta = 0.5$ and epochs $T = 1$, learning rate $\alpha = 1e - 7$. Additionally, we leverage the cosine similarity function and set the initial number of hard negative passages to be two times the number of hard negatives to be used in the downstream AR2 model. As for AR2 training, all settings are set the same way as in (Zhang et al. 2021). Specifically, the batch size is set to 64 and the number of hard negatives is 15.

**Overall Results** Table 1 presents the results of AR2+passage sieve on NQ and TQ test sets, as well as MS-pas development set. It can be observed that AR2 outperforms most of the baseline models on all three datasets across different evaluation metrics. Furthermore, the proposed passage sieve approach enhances the performance of AR2 on all three datasets and evaluation metrics. Notably, our approach utilizes only half of the batch size compared to AR2 on NQ and TQ datasets. The findings suggest that the sieve algorithm significantly contributes to improving the quality of hard negative samples in the dataset, enabling better results even with less GPU memory requirement. It is worth mentioning that our passage sieve procedure only accounts for one-tenth of the training time compared to AR2, the downstream retrieval model.

SimANS (Zhou et al. 2022) is the recently proposed method to address the issue of false negatives based on some
which satisfies our assumptions in Theorem 2. The passage sieve method is trained with cosine similarity, and all other settings remain the same. Specifically, we vary the values of $\beta$ to be 0, 0.25, 0.5. Figure 2 indicates the passage sieve algorithm is not sensitive to $\beta$.

Figure 2: Performance of AR2+passage sieve with different hyper-parameter $\beta$ on NQ test sets. Overall, the passage sieve algorithm is not sensitive to $\beta$.

useful heuristic assumptions. When combined with AR2, AR2+SimANS achieves state-of-the-art results in dense retrieval. In contrast, we start from theory in noise-robust machine learning algorithms and develop a new loss function. The results in Table 2 show that both SimANS and our method enhance the performance of AR2. However, compared to AR2+SimANS, the passage sieve achieves better results in all terms of TQ and NQ datasets. The advantage is more clearly seen on NQ dataset. It should be noted that we do not include the result on the MS-pas dataset of SimANS because they leverage a 4 times larger batch size than AR2 which makes the comparison unfair.

Detailed Analysis

Influence of limited batch size We investigate the impact of smaller batch size on the performance of AR2+passage sieve. Table 2 shows that AR2+passage sieve achieves better results in terms of R@5, R@20, and R@100 on TQ dataset, even with a smaller batch size. On NQ dataset, our method achieves comparable results with AR2+SimANS while having only a slight decrease in R@20.

Influence of the number of hard negatives To evaluate the impact of hard negatives, we experiment with varying numbers of hard negatives during training. To speed up the experiment, the batch size is set to 32 and we only work on NQ dataset. The results in Table 3 demonstrate that the passage sieve approach consistently enhances the performance of AR2 across all settings. Particularly, with only 5 hard negatives, our method can reach a performance near that of 15 hard negatives. Intuitively, when the quality of hard negative samples is higher, we do not need many negative samples, thus reducing computing resources for training.

Influence of hyper-parameter $\beta$ To study the influence of the hyper-parameter $\beta$ on the passage sieve algorithm, we conduct experiments on NQ dataset with different $\beta$ and all other settings remain the same. Specifically, we vary the values of $\beta$ to be 0, 0.25, 0.5. Figure 2 indicates the passage sieve method is not sensitive to $\beta$. This is because DPR in the passage sieve method is trained with cosine similarity, which satisfies our assumptions in Theorem 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Batch size</th>
<th>R@5</th>
<th>R@20</th>
<th>R@100</th>
</tr>
</thead>
<tbody>
<tr>
<td>NQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPR</td>
<td>128</td>
<td>-</td>
<td>78.4</td>
<td>85.4</td>
</tr>
<tr>
<td>DPR+CCR</td>
<td>64</td>
<td>65.9</td>
<td>77.6</td>
<td>85.4</td>
</tr>
<tr>
<td>DPR+CCR</td>
<td>128</td>
<td>68.4</td>
<td>79.5</td>
<td>86.1</td>
</tr>
<tr>
<td>TQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPR</td>
<td>128</td>
<td>-</td>
<td>79.3</td>
<td>84.9</td>
</tr>
<tr>
<td>DPR+CCR</td>
<td>64</td>
<td>70.5</td>
<td>78.7</td>
<td>84.9</td>
</tr>
<tr>
<td>DPR+CCR</td>
<td>128</td>
<td>71.5</td>
<td>79.8</td>
<td>85.1</td>
</tr>
</tbody>
</table>

Table 4: Performance of DPR+Contrastive Confidence Regularizer on NQ test sets. The results of the baselines are from original papers.

Effects of Contrastive Confidence Regularizer

Experimental Design We evaluate the performance of the Contrastive Confidence Regularizer on the DPR model (Karpukhin et al. 2020). We incorporate the regularizer into the existing NCE loss function during the final 5 epochs of training. Other parameters and configurations are kept consistent with those in the original DPR paper. Since the DPR model utilizes a dot-product similarity function, we select the values of $\beta$ from the range of 0.001 to 0.0001. The selection of $\beta$ is based on the performance observed on the validation set.

Experiment Results Table 4 shows results on NQ and TQ datasets. It is observable that the proposed contrastive confidence regularizer helps DPR get a better performance across all metrics on NQ and TQ datasets. The experimental results also show that the reduction of batch size has a greater impact on R@20 and R@5, but a smaller impact on R@100. On both datasets, the proposed CCR helps achieve the same R@100 value as DPR with only half the batch size.

Conclusion

This paper aims to mitigate the impact of false negatives on dense passage retrieval. Toward such a goal, we extend the peer-loss framework and develop a confidence regularization for training robust retrieval models. The proposed regularization is compatible with any base retrieval model that uses NCE loss, a widely used contrastive loss function in dense retrieval. Through empirical and theoretical analysis, it is demonstrated that contrastive confidence regularization leads to more robust retrieval models. Building on this regularization, a passage sieve algorithm is proposed. The algorithm leverages a dense retrieval model trained with confidence regularized NCE loss to filter out false negatives, thereby improving any downstream retrieval model including those that do not exploit NCE loss. The effectiveness of both the passage sieve algorithm and the confidence regularization method is validated through extensive experiments on three commonly used QA datasets. The results show that these methods can enhance base retrieval models, even when fewer negative samples are used.
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