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Abstract

Existing methods aligning language models with various
human needs are reliant heavily on high-quality and task-
specific data. However, industrial deployment of task-specific
language models often encounter challenges in the availabil-
ity of appropriate training samples. Taking meeting sum-
marization for instance, public datasets are scarce, and pri-
vate corpora are also hard to obtain due to privacy issues or
resource-demanding annotation. To improve meeting summa-
rization in the absence of positively-rated (i.e., “good”) sam-
ples, we propose Score Tuning, a cold start tuning framework
that leverages bad samples of distinguishable degrees to in-
crementally enhance the performance of summary generation
without an initial presence of good samples. Our method uti-
lizes asynchronous and numerical human feedback that mea-
sure the quality of generated summaries. Formulating data
into triplets of (transcript, summary, score), our approach in-
structs a pre-trained model to learn the association between
summary qualities and human-rated scores and hence to gen-
erate better summaries corresponding to higher scores. The
experiment results show that our method is effective in im-
proving meeting summarization on both English and Chinese
corpora while requiring less annotated data and training re-
sources compared to existing alignment methods. Addition-
ally, we also preliminarily explore the transferability of our
approach in machine translation tasks and demonstrate its po-
tential for future development and usage in other domains.

Introduction
The widespread use of video-telephony applications and the
surging trend of remote work have contributed to a boom in
online chatting and virtual meetings (Rennard et al. 2023).
As a result, automatic meeting summarization, which con-
denses long and unorganized meeting transcripts into con-
cise and comprehensible summaries, is of increasingly po-
tential social economic values and thus draws rising at-
tention (Gillick et al. 2009; Shang et al. 2018). The task
aims to liberate people from cumbersome transcript reading
and generate easy-to-digest meeting minutes automatically,
and recent progress of large language models (LLMs) has
yielded promising results tackling this task. (Wu et al. 2023;
Hu et al. 2023; OpenAI 2023).

*These authors contributed equally.
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To produce summaries that align with human preferences,
LLMs almost certainly necessitate fine-tuning on large-
scale human-annotated data (Brown et al. 2020; Ouyang
et al. 2022; Touvron et al. 2023). Among various alignment
techniques, supervised fine-tuning (SFT) and reinforcement
learning from human feedback (RLHF) are two widely-
adopted and well-established ones. SFT utilizes human an-
notated positively-rated data, while RLHF relies on train-
ing a reward model from human annotated pairwise positive
(“chosen”) and negative (“rejected”) examples.

However, the specific data either SFT or RLHF requires
could be unobtainable in real-world industrial environments.
In our case of developing a meeting summarization system,
we are constrained in both attainable data and annotation
resources. Facing the absence of training data suitable for
existing tuning methods, we are bound to utilize collectible
yet atypical data. Experimentally, we find that it is accept-
able to request simple rating feedback on one given sum-
mary each time from actual users. To explore the feasibility
of harnessing such self-augmenting feedback data to con-
tinuously improve alignment, we hypothesize that: (1) be-
sides pairs of “chosen” and “rejected” generations, human
feedback in other forms could also provide informative rep-
resentations. Taking summarization tasks for instance, it is
reasonable to make asynchronous measurements (assigning
a stand-alone rating given one case at a time) across gen-
erated summaries on different source transcripts; (2) having
been exposed to quality-wise distinguishable “bad” samples
with corresponding human-rated scores, a language model
could learn the association between numerical scores and
generation quality.

Following this intuition, we take an in-context learn-
ing approach akin to Chain of Hindsight (CoH) proposed
by Liu, Sferrazza, and Abbeel (2023). Unlike CoH that
take pairwise comparison feedback, our approach utilizes
asynchronous and numerical human feedback data (hence
named “Score Tuning”). Having formulated data into triplets
of transcripts, summaries and corresponding human feed-
back scores, we tune the model by simultaneously minimiz-
ing the confidence-aware loss (given transcripts and sum-
maries, comparing the differences among model-predicted
and human-assigned scores) and hindsight-score loss (given
transcripts and human-assigned scores, comparing the dif-
ferences among newly and initially model-generated sum-
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Figure 1: Comparison of tuning elements for summarization tasks by different approaches. RLHF and Chain of Hindsight
(CoH) share the same form of input data: “synchronous” pairwise comparisons. While the utilization of human feedback is
similar to CoH, Score Tuning takes all examples regardless of being specifically classified as “good” or “bad”, as long as the
qualities of examples are distinguished by human feedback.

maries). Presumably, given a transcript and a fixed high
score, the score-tuned model could produce high quality
summaries even without initially been exposed to “good”
samples.

We conduct experiments to test the hypothesized effec-
tiveness of our method in improving summarization on both
an in-house dataset and two public corpora, and both auto-
matic and human evaluation yield positive results. We also
compare and discuss the trade-offs among different tuning
strategies, and hope to draw more attention on utilization of
atypical data in real-world practices.

In summary, the contributions of this study are three-fold:
• We propose Score Tuning, a cold start tuning framework

that utilizes asynchronous and numerical human feed-
back to continuously improve meeting summarization.

• Having constructed a real-world meeting summarization
dataset with human feedback, we benchmark our method
against the in-house dataset as well as public corpora of
English and Chinese. The results demonstrate that the
method achieves better performance with reduced anno-
tation demand than existing methods.

• Additionally, we migrate the Score Tuning to machine
translation task; the experiments yield results that sug-
gest a potential transferability of our method to other
NLP tasks, laying the groundwork for future research.

Related Work
Abstractive Meeting Summarization. Automatic meet-
ing summarization aims to condense information from a
large piece of meeting transcript and produce a concise
and comprehensible minutes or digest automatically (Gillick
et al. 2009; Kumar and Kabiri 2022). While earlier works
focus on extractive methods that create summaries by di-
rectly selecting and concatenating unedited sentences from
source text, the development of neural networks has encour-
aged a growing trend in abstractive methods that imple-
ment encoder-decoder architectures on source text to gener-

ate summaries (Shang et al. 2018; Rennard et al. 2023). The
lengthy, multi-speaker, spoken-language natures of meeting
text pose many challenges for summarization, several strate-
gies are proposed to address different aspects of those chal-
lenges (Li et al. 2019; Zhu et al. 2020; Koay et al. 2021; Zou
et al. 2021).

Meeting corpora with human-written summaries are sur-
prisingly scarce and largely in English (Hu et al. 2023). AMI
(Janin et al. 2003) and ICSI (Carletta et al. 2005) are two
early yet widely-used English meeting corpora. More re-
cently, Nedoluzhko et al. (2022) release ELITR, a dataset
of 120 English and 59 Czech meeting transcripts. QMSum
(Zhong et al. 2021) contains 1,808 query-summary pairs on
232 meetings in English. Wu et al. (2023) introduce a meet-
ing summarization dataset VCSum in Chinese consisting
1,359 meeting segment transcripts and human-written sum-
maries. ORCHID (Zhao, Wang, and Peng 2023) is a Chi-
nese debate summarization corpus covering 1,218 debate
matches that resemble meeting-style text.

Elements for Different Tuning Techniques. As demon-
strated in Figure 1, different tuning approaches require vari-
ous elements. SFT requires solely positively-rated examples
(i.e., human-written gold-standard summaries), yet this ap-
proach is not compatible with our case for (1) the access
to internal meeting transcripts and minutes within our or-
ganization is limited, and (2) crowd-sourcing annotation on
owned meeting transcripts is forbidden due to privacy re-
strictions.

On the other hand, RLHF-based frameworks ask for
positively-rated and negatively-rated example pairs as in-
puts and train a reward model to guide the model weights
update. However, this specific human feedback form, syn-
chronous pairwise comparison (selecting a preference given
two choices simultaneously), poses a great challenge in data
collection. While such data are obtainable by employing
annotators, it is neither intuitive nor user-friendly to dis-
play alternative summaries to actual users and ask them to
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pick and choose. Without continuous user feedback, our sys-
tem would be forced to rely on time-consuming and labor-
intensive crowd-sourcing annotation to augment data and it-
erate model, which foreshadows an intolerable maintenance
cost. Consequently, we decline those frameworks as well as
Chain of Hindsight (CoH) (Liu, Sferrazza, and Abbeel 2023;
Wei et al. 2023), since it asks for similar data input as RLHF-
based approaches.

Learn Summarization from Human Feedback. Previ-
ous works have explored using human feedback to train
summarization model with reinforcement learning (Böhm
et al. 2019; Ziegler et al. 2020; Stiennon et al. 2020), and
most of which learn a reward model based on the PPO
algorithm (Schulman et al. 2017). While RLHF approach
has achieved promising results in aligning with human
preference, reward model training is nevertheless resource-
demanding and tuning-challenging. More recently, a flour-
ishing literature has suggested impressive in-context learn-
ing abilities of LLMs (Brown et al. 2020; Liu et al. 2021,
2022; Shinn et al. 2023; Wei et al. 2023; Gao et al. 2023;
Roit et al. 2023). Among them, CoH Liu, Sferrazza, and
Abbeel (2023) coverts human feedback into sequence and
fine-tuning models by utilizing such feedback, which our
work is most similar to. CoH takes natural language feed-
back, our method instead incorporates numerical human rat-
ing and implement a 2-stage loss-minimization workflow.

Score Tuning
Method Overview
Formally, let M denote a meeting transcript produced by an
automatic speech recognition (ASR) system, consisting of
a list of utterances. In a cold start scenario where no gold-
standard meeting summary is available, we have several rel-
atively low-quality generated summaries C. Human feed-
back scores S are integers between 1 and 100 assigned to
those summaries based on one or more criteria (for simplic-
ity, we assume that there is only one evaluation dimension,
namely the overall quality). Therefore, each meeting tran-
script M has multiple corresponding low-quality summaries
and score pairs (C1, S1), ..., (Cn, Sn). The goal of Score
Tuning is to generate a sample corresponding to a score of
100 (the upper bound of Si), presumably the sample with
best quality.

Inspired by the capabilities of evaluating the quality
of generated results (Luo, Xie, and Ananiadou 2023) and
reflecting on their own performance (Shinn et al. 2023)
demonstrated by LLMs, we are motivated to instruct a sum-
marization model to continuously improve summary gener-
ation by simultaneously measuring the quality of generated
results and utilizing the differences among summaries of dis-
tinguishable qualities. Specifically, our method consists of
three steps, as shown in Figure 2.

Step 1: Collect Human Feedback
We employ an ASR system to transcribe meeting record-
ings without further post-editing. We then instruct our pre-
liminary stage model to sample and generate multiple sum-
maries from obtained meeting transcripts. The annotators

are asked to provide asynchronous and numerical feedback
on each generated summary (see §Data Construction).

Step 2: Train the Model by Minimizing
Confidence-Aware Loss and Hindsight-Score Loss
The iterative supervised training consists of two kinds of
losses to be minimized: (1) given a meeting transcript
and the corresponding generated summaries, the model
is instructed to provide a rating on each summary. The
Confidence-aware Loss is calculated by the differences
between the model-predicted scores and human feedback
scores; (2) given a meeting transcript and the human feed-
back scores corresponding to the generated summaries in
Step 1, the model is instructed to produce a new summary for
each score assigned. The Hindsight-score Loss is calculated
by the differences between the newly produced summaries
and the ones generated in Step 1.

Confidence-Aware Loss. Having a conditional generative
language model, we reformulate the score prediction task
based on the generation task as follows: the model input
M ||Ci is

[Transcript]: a transcript text. [Summary]: a corre-
sponding output summary in step 1. [Score]:

where [Transcript], [Summary], and [Score] are special to-
kens in the tokenizer, and the model output is a value be-
tween 1 and 100. Let Si be the human-rated score of the
i-th generated summary, and Ŝi be the predicted score by
the model. The Confidence-aware Loss is defined as:

Lca =
N∑
i=1

wi(−
T∑

t=1

log p(St|S<t,M ||Ci)) (1)

where T is the length of the output sequence, M ||Ci is the
input sequence, and p(St|S<t,M ||Ci) is the probability of
predicting the correct token yt at time step t, given the in-
put sequence M ||Ci and the previous tokens S<t. N is the
number of summaries, and wi is the confidence weight for
the i-th summary. The confidence weight wi is calculated as:

wi =
1

σ2
i + ϵ

(2)

where σ2
i is the variance of the predicted scores for the

i-th summary, and ϵ is a small constant to avoid division
by zero. The variance σ2

i is estimated by applying Monte
Carlo dropout during inference. The intuition behind this
loss function is that if the model is confident about its pre-
diction (i.e., low variance), then the loss will be large if the
prediction is incorrect. On the other hand, if the model is not
confident about its prediction (i.e., high variance), then the
loss will be small even if the prediction is incorrect. This en-
courages the model to make confident predictions for sum-
maries that it can accurately predict, while being cautious
for samples that it cannot accurately predict.

Hindsight-Score Loss. The model takes a transcript text
and a quality score as input:

[Transcript]: a transcript text. [Score]: a human rated
score. [Summary]:
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Figure 2: Illustration of the high level design of Score Tuning. Notably, human feedback in Step 1 is rating the qualities of
generated summaries rather than providing human-written ones. Also, distinguished from RLHF-based methods and CoH, our
method: (1) collects asynchronous and numerical human feedback on model-generated summaries rather than binary preference
pairs, (2) minimizes the confidence-aware loss and hindsight-score loss to learn the association between summary qualities
and scores from samples of various qualities even without an initial presence of positively-rated samples, and eventually (3)
produces a summary corresponding to the fixed highest score, presumably of the best quality.

and outputs a summary corresponding to the score. Let
M ||Si denote the i-th input sample, consisting of a transcript
text and a quality score, and let Ci denote the corresponding
output summary. The Hindsight-score Loss for a given sam-
ple i can be defined as:

Lhs = − 1

N

N∑
i=1

log p(Ci|Mi||Si) (3)

where N is the number of samples and p(Ci|Mi||Si) repre-
sents the probability of generating the transcript text given
the model input. Minimizing this loss enable the model to
strengthen the association between scores and the corre-
sponding summaries with different degrees of badness, lead-
ing to better summary generation patterns.

Step 3: Fixed-Score Inference
Finally, given a meeting transcript, the model is asked to
generate a summary corresponding to the fixed highest score
(100), ideally the best quality one.

Data Construction
To benchmark our method on meeting summarization, we
build an in-house dataset appropriate to the task; addition-
ally we augment VCSum dataset (Wu et al. 2023) as men-
tioned in §Related Work. It should be noted that there are
no gold-standard summaries in the in-house dataset, while
VCSum dataset has a test set that can be used for evaluation.

ASR Transcription. Firstly, we collect meeting record-
ings contributed by project sponsor groups within our or-
ganization. To accommodate with 4,096 input length limit
of the pre-trained model, we slice recordings into segments
with similar lengths, yielding a total of 18,963 segments
across 2,000 meetings conducted mainly in Mandarin Chi-
nese. Next, a commercially established ASR system (iFLY-
TEK) is employed to obtain machine transcripts. Notably,
ASR transcription errors, such as ill recognized words or
misplaced punctuation, are not manually post-edited; we
deliberately preserve those error to mimic an industry de-
ployment environment, in which manual corrections are
not available. Training on relatively low quality source text
helps us build a more robust summarization system.

Summary Generation. Having harvested transcripts, we
employ a pre-trained language model to generate multiple
summaries (n = 3 in this case) for each meeting segment.
For VCSum, we use the ready segmentation summaries.
Since the transcripts in the dataset are accompanied with
human-written summaries, the gold summaries are joined
with two model generated summaries to form a trio.

Human Feedback Collection. Our annotators are di-
vided into two groups: Group A provides conventional syn-
chronous pairwise preferences appropriate for RLHF and
CoH, following prior studies (Ziegler et al. 2020; Stiennon
et al. 2020; Liu, Sferrazza, and Abbeel 2023); Group B is in-
structed to give asynchronous numerical scores (1 to 100 rat-
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VCSum Dataset TL;DR Dataset
Automatic Human Evaluation Automatic Human Evaluation

Method R-1 R-2 R-L R-Avg. ∆ Acc. Cohr. Cvg. Oval. R-1 R-2 R-L Acc. Cohr. Cvg. Oval.
Pre-trained 59.16 24.72 28.45 37.44 - 3.40 3.62 3.17 3.35 27.11 11.23 22.54 3.12 3.17 3.08 3.11

SFT 60.31 26.20 29.49 38.67 +1.23 3.58 3.83 3.80 3.75 32.31 12.32 27.33 3.81 4.20 4.01 3.61
RLHF 62.11 27.36 31.45 40.31 +2.87 3.81 4.12 3.94 3.92 32.71 13.82 28.76 4.22 4.34 4.31 3.98
CoH 61.83 27.96 32.34 40.71 +3.27 3.89 4.21 3.64 4.02 33.41 15.82 28.79 4.30 4.44 4.21 4.02

Score Tuning 64.67 29.34 34.21 42.74 +5.30 4.31 4.43 4.40 4.73 34.27 16.20 31.23 4.65 4.56 4.71 4.76
w/o LCA 63.80 28.18 33.56 41.85 +4.41 - - - - - - - - - - -
w/o LHS 63.87 28.52 33.97 42.12 +4.68 - - - - - - - - - - -

Table 1: Abstractive summarization results of 5-run average ROUGE scores and human evaluation on VCSum dataset and
TL;DR dataset. Acc., Cohr., Cvg. and Oval. denote accuracy, coherence, coverage and overall respectively.

ing scale). For Group B, we split summary pairs (which are
presented to Group A) and make them all independent cases,
so the annotators of Group B are shown to one transcript-
summary case at a time in a randomized order. Both groups
are asked to evaluate considering following aspects: (1) ac-
curacy (to what degree the statements in the summary are
part of the post), (2) coherence (how easy the summary is
to read on its own), (3) coverage (how much important in-
formation from the original post is covered), and (4) overall
quality. Concretely, a score S is a vector containing 4 di-
mensions S = {saccuracy, scoherence, scoverage, soverall}.

Quality Control. Several measurements are taken to en-
sure the quality of the datasets. Firstly, we filter out incom-
plete meeting recordings during collection and discard du-
plicate generated summaries. We also provide detailed in-
structions on human feedback criteria for annotators. De-
spite the measures taken, quantitative feedback nonetheless
causes more challenges than categorical one in terms of
reaching a good inter-rater agreement. Following Hallgren
(2012); Koo and Li (2016), we calculate intraclass corre-
lation coefficient (ICC) to assess the inter-rater agreement.
Specially, we set: (1) two-way mixed-effects model, (2) av-
erage measures, and (3) absolute agreement, for we concern
the extent to which scores assigned by different raters on the
same case differ (McGraw and Wong 1996). Implementing
R irr package (Gamer and Fellows 2019), we obtain result-
ing ICCIn−house = 0.57 and ICCV CSum = 0.61. Both
ICCs indicate a moderate (between 0.50 and 0.75) inter-rater
agreement on the numerical feedback.

Experiment and Results
Experiment Setup
The main task of this study is abstractive summarization.
Formally, let M = {U1, U2, · · · , UN} be a meeting tran-
script of N utterances, and the goal is producing a cor-
responding summary C. We test the proposed method on
the in-house dataset and VCSum dataset. To investigate the
potential transferability of our method to other NLP tasks,
we also test an variation of Score Tuning on CWMT 2018
dataset (Bojar et al. 2018) for machine translation task.

Metric. Following prior studies (Shang et al. 2018; Zhong
et al. 2022; Liu, Sferrazza, and Abbeel 2023), we choose the

well-established ROUGE (Lin 2004) scores as automatic
evaluation metrics for abstractive summarization and report
standard F1 scores of ROUGE-1, ROUGE-2 and ROUGE-
L. Regarding human evaluation for abstractive summariza-
tion, we sample 100 examples and employ two evaluators to
rate the summary results of different methods. The evalua-
tors were asked to rate the summaries on a scale of 1 to 5,
with 5 being the best, giving consideration to the same four
dimensions used in human feedback collection (see §Human
Feedback Collection). For machine translation task, conven-
tional BLEU (Papineni et al. 2002) is used as the metric.

Baselines. We choose the open-source ChatGLM-6B (Du
et al. 2022) as our backbone pre-trained language model for
its decent bilingual performance in Chinese and English.

• Supervised Fine-Tuning (SFT): we retain only
positively-rated (“accepted”) summaries in the datasets
for the supervised fine-tuning.

• Reinforcement Learning from Human Feedback
(RLHF) (Stiennon et al. 2020): since our limited data
size prevents us from training a sufficient reward model,
we import Ziya-LLaMA-7B-Reward (IDEA-CCNL
2021), an open-source English-Chinese bilingual reward
model.

• Chain of Hindsight (CoH) (Liu, Sferrazza, and Abbeel
2023): we fine-tune the model using data constructed
from pairs of positively-rated (“chosen”) and negatively-
rated (“rejected”) examples. Since there are no “good”
samples in our in-house dataset initially, for comparison
purpose, we consider samples with scores greater than 60
as positively-rated samples.

Chinese Meeting Summarization Results
Evaluation on VCSum Dataset. As shown in Table 1, our
method achieves a significant improvement of +5.30 average
ROUGE score in comparison with pre-trained baseline on
VCSum dataset, outperforming all other methods in all four
dimensions. Interestingly, our method showed the most sig-
nificant improvement in overall quality. We speculate this
result was contributed by training with an overall quality
score. However, we also suspect that evaluators would assess
more loosely on overall quality and judge more strictly on
specialized metrics such as accuracy and coverage for they
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Figure 3: Abstractive summarization human evaluation re-
sults for score-tuned model compared to the models tuned
by other methods on our in-house dataset.

are more objective and hence easier to measure. Nonethe-
less, the factors for this finding are inconclusive and worth
further investigation.

Evaluation on the In-house Dataset. Since no gold-
standard reference summaries are available in our in-house
dataset, we rely on human evaluation to compare the per-
formances. The evaluators are presented with pairs of out-
puts generated by different models and are asked to choose
a preferred one or inconclusive (i.e., “tie”). The win rate
is calculated by the percentage of times a model’s outputs
are chosen over its opponents’. As shown in Figure 3, our
method achieves a significantly higher win rates than all
other methods. Overall, these results demonstrate the ef-
fectiveness of our method in generating high-quality sum-
maries, even when good samples are not available.

English Meeting Summarization Variation Results
To explore whether our strategy is language-independent,
we follow the main experiment with an English meeting
summarization task. Specifically, we use the TL;DR dataset
(Völske et al. 2017), which contains about 3 million posts
from reddit.com across a variety of topics, as well as
summaries of the posts written by the original poster. Fol-
lowing the setup of Liu, Sferrazza, and Abbeel (2023), we
use the filtered version containing 123,169 posts, provided
by Stiennon et al. (2020). We variate our method by replac-
ing the manual scoring with a reward model trained on the
RLHF dataset constructed by Stiennon et al. (2020). For hu-
man evaluation, evaluators (proficient in English) rate sum-
maries the same four dimensions (see §Data Construction).
As shown in Table 1, Score Tuning outperforms the baseline
methods on both automatics and human evaluation, which
demonstrates the generalizability of the method across lan-
guages.

Machine Translation Variation Results
To test whether Score Tuning is effective in other text gen-
eration tasks, we devise another variation of our method
by replacing human numerical feedback scores with BLEU
scores on machine translation task. Notably, this variation
trains a policy optimizing BLEU (Ranzato et al. 2016; Wu

Method En-Zh Zh-En Avg. ∆

Pre-trained 27.80 26.41 27.11 -

SFT 28.81 26.98 27.90 +0.79
RLHF 28.88 27.53 28.21 +1.09
CoH 29.06 27.55 28.31 +1.20

Score Tuning 30.15 28.56 29.35 +2.24
w/o LCA 29.10 27.61 28.36 +1.25
w/o LHS 30.11 28.13 29.12 +2.01

Table 2: Machine translation automatic evaluation results:
5-run average BLUE scores on CWMT 2018 dataset. En and
Zh denote English and Chinese respectively.

et al. 2016; Bahdanau et al. 2017) rather than a policy favors
human preference. As shown in Table 2, compared to SFT,
the improvements made by RLHF and CoH are not very high
(increased by 0.3 and 0.41, respectively), which indicates
that the quality of the translation measured by BLEU scores
calculated with the reference sentence depends on the qual-
ity of the reference sentence. In other words, the increase in
BLEU is not consistent with the improvement in translation
quality. Nevertheless, our method remains competitive and
outperforms other baseline methods.

Discussion and Limitations
Ablation Study. The ablation results in Table 1 and Ta-
ble 2 show that removing either the Lca or Lhs loss term re-
sult in a decrease in performance, indicating that both com-
ponents are important for achieving better alignment. In par-
ticular, the Lca term contributes greater improvement, sug-
gesting a benefit of incorporating the ability to predict the
scores of generated outputs.

Continuous Improvement through Iteration. To inves-
tigate whether the method can continuously improve the
model by iterating Step 1 and 2, we take score-tuned mod-
els instead of the pre-trained one in Step 1 as the starting
model and evaluate the iterated models. Specifically, we it-
erate the initial model for four rounds on use the in-house
dataset. Starting from the second round, each round uses the
summaries generated by sampling from the model trained
after the previous round and re-annotate them.

As demonstrated in Figure 4, we observe that the initial
improvement of our method is the largest, and the increase
gradually decreases thereafter. This demonstrates the effec-
tiveness of our method in cold start scenarios where data is
scarce. Interestingly, the SFT and RLHF methods also show
some improvement as the rounds progresses, yet it is worth
noting that a drop occurs for RLHF. Overall, the results
of each round of iterative training and corresponding eval-
uations suggest an effectiveness of our method in achiev-
ing continuous enhancement through repeated cycles of tun-
ing and annotation. Our approach demonstrates the potential
for continuous improvement, even in challenging scenarios
where data is limited.
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Figure 4: Human evaluation results by iteration

Asynchronous and Numerical Human Feedback. In
asynchronous comparisons where the cases “to be compared
with” are not concurrently presented, absolute numerical rat-
ing is a necessity. Then, the comparability and transitivity
of numerical scores given by different raters is one of the
major issues we must address. Thus, a reliable inter-rater
agreement is considered essential for effectiveness of our
approach. However, while we did not obtain great ICCs (see
§Quality Control), our method demonstrates effectiveness.

Although utilizing such human feedback is consistency-
wise challenging, it is not without its merits. Pairwise com-
parison forces raters to choose a preference, often not taking
“neutral” or “equal” judgements into account. For instance,
an annotator could be indecisive when exposed to a broken
yet factually accurate summary and a fluent one with a lot
hallucinations. Also, numerical rating empowers fine-tuning
with more control. For example, by replacing the meaning
of score (overall quality) with “summary lengths”, a score-
tuned model could conceivably output summaries with dif-
ferent lengths conditioned on corresponding scores.

Conclusion and Future Work
This study presents Score Tuning, a cold start tuning frame-
work features utilizing asynchronous and numerical human
feedback to improve alignment. Having constructed an in-
house dataset, we benchmark our approach against in-house
and public datasets, in comparison with typical existing tun-
ing methods. The positive results demonstrate an effective-
ness of our method in improving model performance on ab-
stractive summarization in both English and Chinese set-
tings. Furthermore, we test an variation of Score Tuning
on machine translation, also yielding promising results. We
hope that our real-world case calls more attention on lever-
aging rich human feedback beyond binary comparisons.

We suggest three directions for future studies of the
most relevant: (1) to introduce controllable and multi-aspect
scores in the framework; (2) to investigate broader transfer-
ability of the method on other tasks where numerical hu-
man feedback is well-grounded; and (3) to examine the in-
terchangeability of absolute numerical and binary compari-
son human feedback. In other words, whether it is feasible
to construct valid pairwise comparison data by joining cases
with different scores into pairs and vice versa.
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