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Abstract

Large language models (LLMs) often contain misleading content, emphasizing the need to align them with human values to ensure secure AI systems. Reinforcement learning from human feedback (RLHF) has been employed to achieve this alignment. However, it encompasses two main drawbacks: (1) RLHF exhibits complexity, instability, and sensitivity to hyperparameters in contrast to SFT. (2) Despite massive trial-and-error, multiple sampling is reduced to pairwise contrast, thus lacking contrasts from a macro perspective. In this paper, we propose Preference Ranking Optimization (PRO) as an efficient SFT algorithm to directly fine-tune LLMs for human alignment. PRO extends the pair-wise contrast to accommodate preference rankings of any length. By iteratively contrasting candidates, PRO instructs the LLM to prioritize the best response while progressively ranking the rest responses. In this manner, PRO effectively transforms human alignment into aligning the probability ranking of responses generated by LLM with the preference ranking of humans towards these responses. Experiments have shown that PRO outperforms baseline algorithms, achieving comparable results to ChatGPT and human responses through automatic-based, reward-based, GPT-4, and human evaluations.

Introduction

Large language models (LLMs) have demonstrated remarkable capabilities in meeting the diverse information needs of users (Brown et al. 2020; Chowdhery et al. 2022; Bubeck et al. 2023; Touvron et al. 2023; Li et al. 2023). Despite leveraging the extensive global knowledge and human behavior encoded within their trillion-token pretraining corpus, LLMs are unavoidably impacted by the existence of misleading, toxic, and detrimental content encompassed within it (Bai et al. 2022b; Ouyang et al. 2022). Consequently, reinforcement learning from human feedback (RLHF) is introduced to construct secure and manageable AI systems (Stiennon et al. 2020; Xue et al. 2023; Peng et al. 2023) by aligning linguistic space of LLMs to human values according to a set of candidates ranked by humans.

Nevertheless, RLHF remains more complex than supervised learning, prone to optimization instability, and sensitive to hyperparameters. These limitations arise mainly from employing the agent, i.e. LLM to experience repetitive trial-and-error rather than directly aligning it to human preference. Hence, Supervised Fine-Tuning (SFT) is expected as the possibility of more direct optimization to replace RLHF.

SFT initially serves as only a warm-up process for RLHF, where the best candidates are selected to tune LLMs to intimate human-preferred data. Recent works have proposed more complex strategies to enhance SFT (Rafailov et al. 2023; Wu et al. 2023; Yuan et al. 2023; Dong et al. 2023). Despite some progress, there remains room for improvement: (1) The essence that powers RLHF to perform well is ignored. That is multiple sampling with scoring from broad linguistic space during training. Constrained by the given ranking length, most methods pay attention to pair-wise contrasts from semantic or scalar perspectives. (2) Even longer rankings are available, they tend to cut it into pairs, thus lacking distinction of candidates from a macro perspective.
In this work, we thoroughly investigate the effect of enlarging sampling from linguistic space on human alignment. Based on this scenario, we propose the **Preference Ranking Optimization (PRO)** as an efficient framework of direct policy optimization. Figure 1 shows how PRO stands out from different SFT-based formulations. To be specific, we rethink the essence of RLHF and extend pair-wise contrasts from the Bradley-Terry model (Bradley and Terry 1952) to encompass one-to-N contrasts within a ranking of arbitrary lengths. Then, given an input prompt \( x \) and a set of responses ranked by humans, represented as \( y^1, y^2, \ldots, y^n \), the proposed PRO algorithm begins by tuning the agent LLM to treat the best response \( y^1 \) as the positive and the remaining as negatives. This prioritization suggests that the LLM generates \( y^1 \) with a higher likelihood than those humans consider inferior. It then repetitively ignores the current top response and considers the next one as the positive against the rest, until there are no more responses in the ranking.

Apart from focusing on obtaining more candidates, we particularly deploy proxies of different levels to sample utterances with various qualities and degrees of human alignment. Inspired by RLHF, we also add a self-bootstrapping method to dynamically sample new candidates from the recipient LLM and label it with an additional reward model. The new candidate is added to the original set for training. All of these extended rankings are designed to check the impact of quantity, quality, and diversity of texts.

In general, PRO directly subjects the LLM to a \( n \)-length human preference ranking. By equipping LLMs with multi-positional and multi-dimensional contrasts among candidates, PRO fully utilizes given ranking sequences of any length. As \( n \) approaches infinity, the recipient LLM is exposed to more and more samples with scores, and should continuously become perfectly aligned with human preferences. Especially when \( n = 2 \), PRO effectively optimizes the LLM using the pair-wise contrast.

We thoroughly evaluate PRO through numerous experiments, including automatic reward model scoring, GPT-4 evaluation, and human evaluation. The main observations are as follows: (1) With a 2-ranking, PRO surpasses the current competitive baselines by a large margin. Also, the high quality and diversity of candidates in preference rankings can be crucial for ultimate performance. (2) The longer the length is, the more prominent improvement PRO can acquire. Even by adding responses generated by ChatGPT to continuously increase the ranking length, PRO achieves reward scores similar to ChatGPT, but with just 7B parameters. (3) Heterogeneous candidates manage to bringing better improvement of PRO than relatively homogeneous ones.

### Preliminary

We commence by providing a brief review of RLHF. In order to train LLMs to generate responses that align with human preferences, RLHF consists of three stages:

1. **Supervised Fine-tuning (SFT)** where labelers furnish the desired behavior’s response with \( t \) tokens, denoted as \( y = y_1, \ldots, t \), for a given prompt, denoted as \( x \). Subsequently, the policy LLM goes through direct fine-tuning (maximum likelihood) on this data, resulting in a model denoted as \( \pi_{\text{SFT}} \).

2. **Reward Model (RM) Training** where \( \pi_{\text{SFT}} \) is utilized by prompts \( x \) to generate pairs of responses, which are then denoted by human labelers as a more favored answer \( y^1 \) against the other one \( y^2 \), i.e. \( y^1 \succ y^2 \mid x \). To predict these preferences, previous works employ the Bradley-Terry (BT) RM, which essentially constructs a pairwise contrast:

\[
\mathcal{L}_\text{RM} = -\log \frac{\exp (r_\phi(x, y^1))}{\exp (r_\phi(x, y^1)) + \exp (r_\phi(x, y^2))}
\]  
(1)

3. **Reinforcement Learning (RL) stage** where \( \pi_{\text{SFT}} \) is further optimized in a trial-and-error process containing repetitive sampling from linguistic space and corresponding feedbacks simultaneously from the RM and reference policy.

Regrettably, RLHF is criticized for several drawbacks, including increased complexity compared to supervised learning, sensitivity to hyperparameters, and the requirement for additional training of reward models and value networks.

### Methodology

In this section, we first achieve a shift from the pair-wise contrast to PRO that leverages multi-positional one-to-N contrasts. With candidate rankings extending, PRO has access to more samples from linguistic space, and efficiently distinguishes the human-preferred feature of the positive samples from other negative samples. The whole process is completed in SFT settings, thus contributing to avoiding the numerous drawbacks associated with RLHF. Furthermore, we demonstrate the flexibility of our PRO in its ability to integrate with RM, thereby attaining advantages such as affordable preference ranking and differentiated contrast.

### From RLHF to PRO

We re-examine the objective of the Bradley-Terry RM (Equation 1), which helps LLMs understand \( y^1 \succ y^2 \) through score contrast. The RM is trained in supervised settings and is expected to capture human preference. For a given prompt \( x \) and two responses \( y^1 \) and \( y^2 \), the RM should prefer \( y^1 \). To directly optimize the policy model, i.e. the LLM, we can similarly transfer the pair-wise contrast to PRO that leverages multi-positional one-to-N sampling, from linguistic space and corresponding feedbacks.

We derive Equation 2 to a multi-dimensional one-to-N contrast:

\[
\mathcal{L} = -\log \frac{\exp (r_\pi(x, y^1))}{\sum_{i=1}^{n} \exp (r_\pi(x, y^i))}
\]  
(3)

Naturally, if we expand the candidate set, i.e., increase sampling, \( r_\pi \) is able to reach more shots, which replaces the trial-and-error experience. Considering there exist \( n \) candidate responses \( \{y^1\} \), the human-annotated order \( y^1 \succ y^2 \succ \cdots \succ y^n \). We first define the partial order between \( y^1 \) and responses behind it as \( y^{1,2:n} = y^1 \succ \{y^2, \ldots, y^n\} \). With reference to InfoNCE Loss (He et al. 2020), we derive Equation 2 to a multi-dimensional one-to-N contrast:

\[
\mathcal{L} = -\log \frac{\exp (r_\pi(x, y^1))}{\sum_{i=1}^{n} \exp (r_\pi(x, y^i))}
\]  
(3)

However, it does not fully leverage the ranking since it only characterizes \( y^{1,2:n} \), disregarding the \( n-2 \) valuable rankings...
They are pretty.

How would you like them to be attracted?

How do I attract butterflies to my garden?

Figure 2: The pipeline of PRO for Human Feedback Alignment learning. Each candidate is concatenated with the prompt first, then processed by the LLM to estimate corresponding rewards, which are optimized by Equation 5.

Surprisingly, Equation 4 has a similar formulation with Plackett-Luce (PL) model (Plackett 1975; Luce 2012), a classic algorithm for ranking aggregation. Believing it is not a coincidence, we assume that PL model and PRO accomplish similar targets. PL model aims to acquire a global ranking of fixed candidates by combining multiple rankings, whose parameters correspond to these candidates, while PRO aims to learn general human preference, but the involved rankings contain different candidates from each other. With modeling language space, the parameters of agent LLM should theoretically correspond to infinite candidates for each ranking (i.e., $n = \infty$). Although $n$ is limited in practice, the larger it is, the more perfect the LLM should be. We accordingly implement experiments towards $n$ in the next section.

Grafting RLHF onto PRO

While PRO can be directly valid on the human-annotated preference ranking sequence without the need for introducing concepts like the reward model in RLHF; grafting RLHF onto PRO can bring more flexibility to PRO. We outline three possible upgrades as follows:

**Affordable Preference Ranking.** PRO is highly flexible, relying solely on ranked preference sequences. The source of the sequence is unrestricted, allowing for various possibilities. One approach involves requesting annotators to imagine multiple responses of different quality. Alternatively, a more efficient method entails utilizing different existing LLMs, such as ChatGPT and Alpaca, to generate multiple responses. These responses can be ranked using an additional reward model $r_{\phi}$, similar to RLHF.

**Differentiated Contrast.** The formulation as shown in Equation 4, treats all responses $y^t \prec y^k$ as negative examples of $y^k$ and applies the same penalty to them. However, this approach may not be reasonable, especially when the preference scores of different $y^t$ are similar. For instance,
when the preference of \( y^{k+1} \) is only slightly worse than \( y^k \), while \( y^n \) is significantly worse than \( y^k \), the model should differentiate and apply different penalty strengths, slightly penalizing \( y^{k+1} \) and heavily penalizing \( y^n \) compared to \( y^k \). To address this, we propose using the score \( r_{\phi}(x, y^i) \) from a reward model \( r_{\phi} \) to indicate the numerical preference of \( y^i \), and modify Equation 4 as follows:

\[
\mathcal{L}_{\text{PRO}} = -\sum_{k=1}^{n-1} \log \frac{\exp \left( \frac{r_{\text{PRO}}(x, y^k)}{T_k} \right)}{\sum_{i=k}^{n} \exp \left( \frac{r_{\text{PRO}}(x, y^i)}{T_i} \right)}
\]

where

\[
T_{i>k}^k = \frac{1}{r_{\phi}(x, y^k) - r_{\phi}(x, y^i)}
\]

When the difference between \( r_{\phi}(x, y^k) \) and \( r_{\phi}(x, y^i) \) increases, the preference gap between \( y^k \) and \( y^i \) becomes more evident. Consequently, the temperature \( T_k^k \) decreases, amplifying the penalty of positive example \( y^k \) towards \( y^i \), while it decreases when the difference is smaller. \( T_k^k \) is defined as the minimum temperature among all the negative examples to maintain a balance between the numerator and denominator. Our experiments reveal that the dynamic temperature design significantly increases performance when optimizing \( \mathcal{L}_{\text{PRO}} \) alone while excluding \( \mathcal{L}_{\text{SFT}} \). It also provides some performance gains when jointly optimizing \( \mathcal{L}_{\text{PRO}} \) and \( \mathcal{L}_{\text{SFT}} \).

### Experiments

**Data Prepration**

We choose HH-RLHF Bai et al. (2022a) as the experimental dataset. It has 4 sub-sets, namely Harmless\_base, Helpful\_base, Helpful\_online, and Helpful\_rejection. Each sample contains two different conversations rated by human annotators and is grouped into train/test splits.

To further evaluate the performance of different methods on longer rankings, we augment each sample with new candidates from diverse LLMs to expand the range of ranked responses. These augmented datasets are denoted as HH-RLHF\_LLM,i, where LLM represents the language models used (e.g., Alpaca, ChatGPT), and \( i \) is the length of the rankings. The unmodified dataset is referred to as HH-RLHF\_raw.

**Disclaimer:** Data augmentation and inference from Curie/ChatGPT, as well as the following GPT-4 evaluation, are completed where the related services are available.

**Evaluation Metrics**

We present the findings using various evaluation methods: automatic, model-based, and human-based metrics. Specifically, we utilize BLEU (Papineni et al. 2002) to assess the text quality and RMs to measure the level of human preference gained. To avoid unfairness, we select two different RMs for training and evaluation, which we denote as RM\_train and RM\_eval, respectively. These metrics allow us to automatically evaluate numerous models. Human evaluation is the gold standard for assessing human preferences (Zhou et al. 2023). An annotator judge is presented with a question and two responses and tasked with determining the better option or declaring a tie. Furthermore, recent studies have shown that GPT-4 (OpenAI 2023) effectively evaluates the responses of chat assistants and aligns with human preferences (Zheng et al. 2023; Wang et al. 2023). Consequently, we involve GPT-4 to select the best from the two options. To mitigate positional bias (Zheng et al. 2023; Wang et al. 2023), we evaluate each candidate in both positions during two separate runs, and the final score is computed as the average of the two runs.

**Implementation Details**

We choose the popular LLaMA-7B (Touvron et al. 2023) as the backbone model, and implement PRO using Transformers (Wolf et al. 2020) and Accelerate (Gugger et al. 2022).

We assign \( \beta \), the weight SFT loss, to 0.05*\( l(l-1)^2 \) where \( l \) is the ranking length. The sequence length, epoch, and learning rate are set to 512, 2, and 5e-6, respectively, while the maximum number of new tokens generated during inference is 128, and the total batch size is 112.

Moreover, the expanded candidate rankings in each augmented dataset need to be re-sorted. However, the numerous manual sortings are time-consuming and costly. Therefore, we employ RM\_train to score and rearrange all candidate rankings during the pre-processing stage of training. In addition, values from RM\_eval will be normalized through Sigmoid function in case it occasionally provides extreme values that excessively influence the overall performance. RM\_train and RM\_eval are all implemented using open-source checkpoints. More particulars can be found in our code.

**Main Experiment**

We compare PRO with several LLMs (zero-shot), as well as baselines for fine-tuning LLaMA-7B (Touvron et al. 2023). Table 1 contains the results. It can be found that each fine-tuned LLaMA-7B gets a notable improvement on BLEU and Reward against the initial version without any specific alignment with human preference. Also, even without fine-tuning on HH-RLHF, LLMs can still show certain performance, while ChatGLM (Du et al. 2022) and ChatGPT with RLHF training beat LLaMA-7B, Curie (Brown et al. 2020), and Alpaca-7B (Taori et al. 2023). All of these prove the significance of Human Alignment.

Next, we compare PRO with strong baselines on the same dataset using LLaMA-7B, including SFT, RLHF, CoH (Liu, Sferrazza, and Abbeel 2023), DPO (Rafailov et al. 2023) and RRHF (Yuan et al. 2023). In general, PRO can outperform all baselines, or show competitive performance in terms of Reward score while maintaining considerable BLEU scores. Specifically, even in the basic HH-RLHF\_raw containing just rankings of 2 candidates, PRO achieves a 6.52 improvement of Reward over SFT, and 2.6 over the well-performed DPO. CoH (Liu, Sferrazza, and Abbeel 2023) gets higher BLEU scores but falls short of PRO in Reward, which is mediocre.

PRO exhibits a distinct advantage in terms of Harmlessness compared to Helpfulness. We attribute this to the fact that achieving Harmlessness is comparatively easier
for PRO as it primarily involves significant features such as adapting expression styles and maintaining politeness in most conversations. On the other hand, Helpfulness typically demands specific suggestions, which pose a greater challenge for language models due to their limited world knowledge, thus increasing the difficulty in this aspect.

When expanding the ranking sequence using ChatGPT and sorting it with RM_train, the performance of each method also increases. On the expanded sequences, we observe that BoN (selecting the response with the highest reward model score for SFT) becomes a competitive baseline. This finding aligns with Rafailov et al. 2023, who observed that RLHF is less tuning-efficient than BoN. The effectiveness of RRHF becomes less prominent because it relies on pairwise contrasts between candidates from given rankings. It fails to capture global differences corresponding to human preference in the long rankings, which can be achieved through Equation 4. Overall, in the expanded ranking, PRO remains the most competitive method, and the more powerful the LLM used for ranking augmentation, the more pronounced the improvement of PRO. This surprising characteristic fills us with anticipation for PRO’s future development.

**Effect of Expanding Preference Ranking Sequence**

In Table 1, we have observed that expanding the ranking sequence of HH-RLHF from length 2 to 3 using LLMs improves the performance of all models. This leads us to wonder how the effect would change if we further expand the preference ranking sequence. Specifically, we simulate 4 expansion strategies, each introducing 3 additional responses to extend the preference sequence to length 5, followed by reranking using a reward model.

- **Alpaca:** Using Alpaca-7B, we generate 3 responses, adding 1, 2, and 3 responses, respectively, to form ranking sequences of lengths 3, 4, and 5.
- **ChatGPT:** Using ChatGPT, we generate three responses, adding 1, 2, and 3 responses, respectively, to form ranking sequences of lengths 3, 4, and 5.
- **Ascending:** We utilize three LLMs, namely Curie, Alpaca-7B, and ChatGPT. Based on the zero-shot results in Table 1, the quality of their responses can be ranked as ChatGPT >
Alpaca-7B $\succ$ Curie. In this setting, we add the responses in ascending order of quality, i.e. Curie’s response in rankings of length 3, Curie and Alpaca-7B’s responses in rankings of length 4 while Curie, Alpaca-7B, and ChatGPT’s responses in rankings of length 5.

Random: The order of response additions is unrelated to response quality and is done randomly.

Figure 3 presents the impact of various expansion strategies on the effectiveness of PRO after expanding sequences of different lengths. Our observations are as follows:

1. Longer ranking, better results: Overall, longer ranking sequences generally lead to improved performance for most strategies, as longer rankings embrace more candidates. It implies that more sampling from linguistic space with feedback labels effectively helps LLMs align with human preference. This is an exciting finding because with a well-performed RM, which is relatively easy to obtain, expanding rankings can be a straightforward task compared to brainstorming for new prompts.

2. Better added responses, better results: If a single model is used to generate additional responses, supplementing one response is sufficient when the quality is average, such as with Alpaca, adding more responses provides limited improvement. However, when the quality of responses is high, as with ChatGPT, adding more responses leads to consistent performance gains. This could potentially offer new insights for the design of future Human Alignment algorithms.

3. More diversified added responses, better results: Incorporating lower-quality responses may better improve the LLM compared to using only high-quality responses. Interestingly, when the sequence length is 4, Ascending (blue line) = Curie + Alpaca surpasses the performance of Alpaca (green line) = Alpaca + Alpaca, even though Curie’s response quality is not as good as Alpaca’s. We attribute it to the fact that diverse responses, even if they are negative examples, help the language model become more aware of behaviors that should be avoided, thereby enhancing overall performance. Lastly, by combining Curie, Alpaca, and ChatGPT, we achieve a performance close to the truth in the saying, ”Two heads are better than one.”

### Human and GPT-4 Evaluation

Compared with reward models which may have a distortion in capturing human preferences, human annotation is considered the most accurate evaluation method, and recently, GPT-4-as-a-judge has emerged as a scalable approach for rapidly assessing human preference.

To verify whether PRO truly captures human preferences, we provide comprehensive evaluations conducted by both GPT-4 and humans. We hereby investigate the performance of PRO vs. Golden, i.e. the 1st candidate provided by the datasets. In detail, we aim to determine whether PRO trained on HH-RLHF_raw can achieve or surpass human-preferred responses provided by the raw dataset, which contains ranking sequences of length 2 that do not fully exploit PRO’s capabilities. On the other hand, this comparison serves as evidence to some extent for the validity of the reward model we use in evaluation.

### Ablation Study

In this part, we investigate the effectiveness of each part in PRO. Table 3 presents results.

### SFT Loss

To avoid the model solely catering to the reward model at the expense of text quality, we introduce $L_{SFT}$. Therefore, removing $L_{SFT}$ lowers BLEU scores.

### PRO Loss

Table 1 also demonstrates the influence of $L_{PRO}$, as excluding it in PRO essentially equals to SFT (BoN) that gets lower Reward.

### Adequate Ranking

To fully leverage the ranking $y_{1:n}$, we employ $n - 1$ loss functions to model $y_{1:2:n}$, $y_{2:3:n}$, ..., $y_{n-1:n}$. Our objective is to adequately model all ranking orders and enable LLM to better differentiate between samples of different preferences. To validate this idea, we deactivate $L_{PRO}$ except for its first term, $L_{PRO}^{1}$. Experimental results demonstrate a decrease in both BLEU and Reward scores, thus confirming the effectiveness of Equation 4.

### Temperature $T$

Slightly enhancing overall performance. However, we observe a significant drop in performance when both $L_{SFT}$ and $T$ are removed simultaneously, whereas removing either one individually did not have such a noticeable impact. We believe this is because temperature helps
the LLM understand that some negative examples are neutral (with reward scores similar to positive examples), and thus should not be overly penalized to avoid confusion during LLM training. The inclusion of $\mathcal{L}_{\text{SFT}}$ plays a similar role by increasing the weight of the best response.

### Related Work

**Reinforcement Learning from Human Feedback**

Fine-tuning LLMs to align with human preferences has emerged as a critical research problem. It can be formulated as given a context and corresponding suffixes ranked or scored by human annotators without more detailed labels, the agent is required to learn human preference and provide human-like results. Reinforcement Learning (RL) can be the most straightforward way to reach this goal, for the agent just scarce supervision signal from reward models as human proxies, then is modified through numerous trials under RL framework, namely Reinforcement Learning from Human Feedback (RLHF). Many explorations have been done on this path (Christiano et al. 2017; MacGlashan et al. 2017; Warrell et al. 2018; Ziegler et al. 2019; Stiennon et al. 2020; Nakano et al. 2021; Lee, Smith, and Abbeel 2021; Lei et al. 2022; Snell et al. 2022; Bai et al. 2022a; Ouyang et al. 2022; Zhu, Jiao, and Jordan 2023; Zhu et al. 2023). Stiennon et al. (2020) and Nakano et al. (2021) investigate the RLHF method for text summarization and question answering, respectively. Bai et al. (2022a) apply RLHF to enable LLMs to be harmless and helpful while releasing a new dialogue dataset with human feedback. Zhu, Jiao, and Jordan (2023) provide the bound of reward learning if formulated as the Bradely-Terry model and Plackett-Luce model. Known as a masterpiece, Ouyang et al. (2022) propose InstructGPT which first goes through SFT, then is continually modified with PPO algorithm (Schulman et al. 2017). This process is cyclic, during which the performance of the trained agent spirals upwards. The famous ChatGPT inherits it.

**SFT for Human Preference Alignment**

Despite appealing advantages, RLHF has obvious limitations regarding training efficiency and complexity, consequently driving researchers to focus on SFT without these challenges. Liu, Sferrazza, and Abbeel (2023) combine desirable and undesirable suffixes in a template prompted by opposite keywords, fully depending on a highly semantic understanding of LLMs. Dong et al. (2023) rely on RMs to select data sampled from the tuned model itself, which in turn are utilized to extend the process of fine-tuning. Yuan et al. (2023) compose multiple pairwise contrasts between suffixes in the given ranking, which forms a new algorithm from the perspective of training objectives. Rafailov et al. (2023) similarly transform LLMs as a BT model to measure chosen and rejected candidates by human annotators. PRO chooses the path of modifying the SFT objective, but is further promoted from RLHF and inherits its straightforwardness. It transforms RL’s indirect optimization into a direct one and extends pair-wise contrasts to multi-positional and multi-dimensional contrasts.

### Conclusion

In this paper, we derive from pair-wise contrasts of reward models in RLHF that human alignment can be modeled as aligning the probability ranking of $n$ responses generated by the LLM and the preference ranking of these responses by humans. Based on this derivation, we propose PRO algorithms. PRO inherits the advantages of RLHF, and further captures fine-grained distinction corresponding to human preference from multiple one-to-N contrasts. We conduct extensive experiments to verify the excellence of PRO against baselines and investigate the impact of multifaceted factors. Overall, the findings presented in this paper demonstrate the significance of PRO in effectively and efficiently aligning LLMs to human preference. This work can serve as a stepping stone for further quantifiable explorations.
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