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**Abstract**

Textual label names (descriptions) are typically semantically rich in many natural language understanding (NLU) tasks. In this paper, we incorporate the prompting methodology, which is widely used to enrich model input, into the label side for the first time. Specifically, we propose a Mask Matching method, which equips an input with a prompt and its label with another, and then makes predictions by matching their mask representations. We evaluate our method extensively on 8 NLU tasks with 14 datasets. The experimental results show that Mask Matching significantly outperforms its counterparts of fine-tuning and conventional prompt-tuning, setting up state-of-the-art performances in several datasets. Mask Matching is particularly good at handling NLU tasks with large label counts and informative label names. As pioneering efforts that investigate the label-side prompt, we also discuss open issues for future study.

**1 Introduction**

Large-scale pre-trained language models (PLMs) such as BERT (Devlin et al. 2019) and RoBERTa (Liu et al. 2019) have achieved impressive performances on a wide range of natural language understanding (NLU) tasks, e.g., topic classification (Xu, Liu, and Abbasnejad 2022; Wu et al. 2022), sentiment analysis (Zhang et al. 2022), information extraction (Li et al. 2020; Lu et al. 2022), natural language inference (Dawkins 2021; Nighojkar and Licato 2021), and stance detection (Liu et al. 2021c; Jiang et al. 2022b).

In general, fine-tuning PLMs with a classification head on the downstream dataset is the dominant solution for most NLU tasks, as shown in Figure 1 (a). While this paradigm achieves impressive performances, it cannot utilize textual semantics implied in label descriptions, which, however, have been proven to be beneficial for many downstream tasks (Xu, Liu, and Abbasnejad 2022; del Arco, Valdivia, and Klinger 2022; Jiang et al. 2022b; Liang et al. 2022; Obeidat et al. 2019; Huang et al. 2022; Sainz et al. 2021; Li et al. 2022). In this case, two other paradigms of NLU tasks can come to the rescue to some extent.

Semantic matching (Sainz et al. 2021; Huang et al. 2022; del Arco, Valdivia, and Klinger 2022) involves generating representations of inputs and labels, and making predictions based on their semantic distances, as illustrated in Figure 1 (b). This paradigm can naturally exploit semantic information from labels, e.g., utilizing representations of label names generated by PLMs. However, this paradigm heavily relies on label representations, and conventional modeling (e.g., with max-pooling or average-pooling) of label-related texts might not yield optimal ones.

Prompt-tuning (Liu et al. 2021a; Han et al. 2021; Chen et al. 2022) naturally exploits textual semantics of labels by manually designing proper label verbalizer (Schick and Schütze 2021; Gao, Fisch, and Chen 2021; Lee et al. 2022), as shown in Figure 1 (c). Nevertheless, selecting label words is non-trivial and labor-intensive for many tasks, such as entity typing (Ding et al. 2021b) and relation extraction (Zhang et al. 2017). Some researchers explore utilizing trainable virtual label words instead (Wang et al. 2022b; Chen et al. 2022; Han et al. 2021; Park et al. 2022). Though avoiding cumbersome verbalizer engineering, they completely discard label-related text information.

In this research, we present a new paradigm called Mask Matching that mines label semantic information using the prompting methodology on the label side. To capture the semantics of inputs and labels, we introduce a label-prompt in addition to the input-prompt, which results in effective predictions based on a simple matching strategy. In this way, the
semantics of inputs and labels are captured by the mask representations from their corresponding prompts. Mask Matching combines the merits of traditional semantic matching and prompt-tuning paradigms and avoids the verbalizer engineering, yielding a conceptually simple and easy-to-implement method.

To verify the effectiveness of Mask Matching, we conduct extensive experiments on 8 NLU tasks across 14 datasets. Our method demonstrated remarkable performances on both full training setting (§5.1) and low-resource settings (§5.2) compared to its counterparts of fine-tuning and prompt-tuning. Additionally, it achieves comparable or better results than many state-of-the-art methods. Notably, Mask Matching exhibits more evident superiority when the predefined class in the datasets is numerous, and their names are informative. Besides the performance improvements, we also discuss the potential research directions upon Mask Matching (§6). Below we summarize our main contributions:

• We propose Mask Matching, a new natural language understanding (NLU) paradigm that simultaneously performs prompting on inputs and labels. It can be easily and effectively applied in most NLU tasks by matching the two mask representations of both sides.
• Extensive experiments show that Mask Matching significantly outperforms its counterparts of fine-tuning and prompt-tuning, and achieves competitive results compared with recent state-of-the-art models.
• As pioneering efforts that investigate the label-side prompt, we propose many open problems to inspire future studies in this direction.

2 Related Work

As this work aims to explore utilizing semantic information in label names, we briefly introduce how existing approaches utilize label semantic information.

Label semantics is beneficial to many NLU tasks, such as text classification (Xu, Liu, and Abbasnejad 2022; del Arco, Valdivia, and Klinger 2022), stance detection (Jiang et al. 2021; Li et al. 2022), and effective applied in most NLU tasks by matching the two mask representations of both sides.

The semantic matching method is the default solution for sentence-pair tasks, such as natural language inference (Rajpurkar et al. 2016) and paraphrase (Xu, Callison-Burch, and Dolan 2015). This method could utilize the label semantic via encoding label descriptions and achieves good results on tasks where labels contain rich semantic information (Wang et al. 2021; Sainz et al. 2021; Huang et al. 2022; del Arco, Valdivia, and Klinger 2022). Typically, Semantic matching method usually jointly encodes premise/hypothesis or input/labels and evaluates the relationship between both ends. This paradigm heavily relies on label representations, while conventional modeling (e.g., with max-pooling or average-pooling) of label-related texts might not yield optimal ones.

Prompt-tuning is an emerging paradigm in recent years. It could bridge the gap between pre-training and fine-tuning, showing surprising power on a wide range of NLP tasks (Liu et al. 2021a; Han et al. 2021; Chen et al. 2022). Specially, with a carefully designed template, prompt-tuning transforms the target task to a cloze style format and outputs the prediction via a special mask token. Prompt-tuning naturally utilizes label semantic information by manually designing properly label verbalizer (Schick and Schütze 2021; Gao, Fisch, and Chen 2021; Lee et al. 2022), such as “good” for “positive” and “bad” for “negative”. To avoid human involvement, some researchers also explore utilizing trainable virtual label words (Wang et al. 2022b; Chen et al. 2022; Han et al. 2021; Park et al. 2022). Although most prompt-tuning methods perform well in low-resource scenarios (Liu et al. 2021c; Wang et al. 2022a; Liu, Chen, and Xu 2022), they still struggles to achieve on pair results compared with fine-tuning, especially when PLMs are relatively small and the training data is sufficient (Lester, Al-Rfou, and Constant 2021; Gao, Fisch, and Chen 2021; Zhong et al. 2022).

3 Approach

In this section, we first briefly introduce the preliminaries and the prompt-tuning method, then present our Mask Matching in detail.

3.1 Prompt-tuning

Unlike traditional fine-tuning methods that utilize the [CLS] token for NLU tasks (Devlin et al. 2019; Liu et al. 2019), prompt-tuning methods use a special mask token and a pre-defined template for prediction output. For instance, when dealing with a sentiment analysis task with input \([X]\), researchers may use the following template: \(\text{"[X]. It is [MASK]"}\). Where the mask representation \(M_j\) is then converted to a class prediction by a predefined label verbalizer, e.g., \(\{\text{"good" → "positive", "bad" → "negative" and "ordinary" → "natural"}\}\). In the above example, “good”, “bad” and “ordinary” are label words, and “positive”, “negative” and “natural” are label names. An example of such a system can be seen in Figure 1 (c). With a well-designed template and label verbalizer, prompt-tuning is effective in solving single-input tasks such as sentiment analysis and topic classification.

Despite the above tasks, prompt-tuning could also handle paired-input tasks by concatenating two inputs with a prompt. We take the paraphrase task as an example. Given two sentences \([X_1]\) and \([X_2]\), the prompt-tuning method will recompose inputs as \(\text{[X]: [X_1][X_2]}\). The relation between two sentences is [MASK].

Depending on the task, we can employ either manually chosen real words (Schick and Schütze 2021; Gao, Fisch, and Chen 2021; Han et al. 2021; Lee et al. 2022) or virtual label tokens that can be trained (Wang et al. 2022b; Chen et al. 2022; Han et al. 2021; Park et al. 2022) as our label verbalizer. In this study, we opt for the latter, virtual token approach because it does not entail manual effort and obtains more consistent and better performance, particularly when the quantity of training data is substantial. To clarify, we refer
to the aforementioned prompts as input-prompts since they all exist on the input side.

### 3.2 Mask Matching

This section outlines Mask Matching, a new method that utilizes two mask tokens to learn more useful information from both the input and label sides. Overall, in addition to the input-prompt $P_I$ mentioned in §3.1, Mask Matching involves a label-prompt $P_L$. For each label, label-prompt adds a template with a mask token after the label name. The mask representation $M_L$ from $P_L$ is used as the label representation. At the training phase, Mask Matching optimizes parameters by computing the cross-entropy loss between $M_I$ and $M_L$ over all predefined labels. Note that we use the same PLM to encode inputs and labels.

The label-prompt in Mask Matching eliminates the need for label verbalizer construction and enhances the utilization of semantic information in label names. The subsequent section explains how to employ Mask Matching for various NLU tasks. Based on the input format, we divide the NLU tasks examined in this research into two categories: Single-input Tasks and Paired-input Tasks.

**Single-input Tasks.** This type contains a wide range of NLU tasks with a single input, such as topic classification, sentiment analysis, entity typing, and relation classification. In these tasks, Mask Matching incorporates prompts on both the input and label sides simultaneously. As shown in Figure 2 (a), we use slightly different input-prompts variations for different tasks, and the label-prompt $P_L$ is consistent across all tasks, defined as $P_L = \text{[MASK]}$.

- **Topic Classification and Sentiment Analysis.** In these tasks, we need to classify which class the input text $[X]$ belongs to. We set the input-prompt $P_I = \text{It is [MASK]}$, as shown in Figure 2 (a).
- **Entity Typing.** This task requires identifying the entity type for a given target entity. As shown in Figure 2 (a), the input text $[X] = \text{Currently Ritek is the largest producer of OLEDs in the world,}$ and the target entity is Ritek. We use the following simple template in the input-prompt, where $P_I = \text{The type of [target entity] is [MASK]}$.
- **Relation Classification.** This task aims to classify the relation between head entity and tail entity in a given input. As shown in Figure 2 (a), the input text $[X] = \text{He was an army of the Korean War,}$ and the head entity and tail entity are $\text{He}$ and $\text{army}$. The input-prompt $P_I = \text{The relation between [head entity] and [tail entity] is [MASK]}$. Note that we also add entity markers and entity type information to the input, as previous works show these two types of information could bring huge improvements (Soares et al. 2019; Tian et al. 2021).

**Paired-input Tasks.** These tasks need to identify the relationship between two given text pieces, e.g., neutral language inference, paraphrase, word in context and stance detection. For the input side, we concatenate two inputs with a task-specific input-prompt $P_I$. As for the label side, we use the same label-prompt $P_L$ as described in Single-input Tasks.

- **Natural Language Inference and Paraphrase.** The above two tasks aim to distinguish the relationship between two sentences. We first concatenate two given sentences $[X_1]$ and $[X_2]$, then add a simple input-prompt $P_I$, where $P_I = \text{The relation between two sentences is [MASK]}$. An example is shown in Figure 2 (b).
- **Word in Context.** This is a semantic distinction task with paired-input. In this task, we have two input texts and two keywords, $[K_1]$ and $[K_2]$, often the same word, but in different tenses or morphemes. The objective is to determine if the two keywords have similar meanings. For example, given the inputs $[X_1] = \text{You must carry your camping gear}$ and $[X_2] = \text{Sound carries well over water}$, with carry and carries as the two keywords, the input-prompt $P_I$ is added to the concatenated input, where $P_I = \text{[K_1]}$ is [MASK] to $[K_2]$. This task is demonstrated in Figure 2 (b).
- **Stance Detection.** Here, we are asked to identify whether a text is in favor of, against, or neutral to a given target (e.g., an event, or a claim). As shown in Figure 2 (b), the given input text is $[X] = \text{We are so becoming a failing nation.}$ Between the rights of illegals and uneducated and now obese are claiming rights. The target phrase is $[T] = \text{illegal immigrant}$. For the given input $[X]$ and the target $[T]$, we add an input-prompt $P_I$ after $[X]$, where $P_I = \text{The stance of [T] is [MASK]}$.

Note that the label names of these tasks are all meaningful words or phrases. Thus we can directly use the label-prompt to learn useful semantic information from label names.

### 3.3 Training and Testing

During the training phase, for a given sample with $m$ predefined classes, we utilize the mask within the input-prompt as the input representation and $m$ corresponding [MASK]s from the label-prompts as the label embeddings. We compute the cross-entropy loss between the input representation and label embeddings to compute the loss and optimize the entire PLM. For instance, let’s consider the entity typing task, as illustrated in Figure 2(a). Assuming that the [MASK] representation from the input prompt is denoted as $h$, and the [MASK] representations from the label prompt are denoted as $m_1, m_2, ..., m_n$, where $n$ represents the number of predefined labels. To begin, we derive the prediction probability using a softmax activation function as follows:

$$p = \text{softmax}(h \cdot [m_1, m_2, ..., m_n]^T),$$

(1)

where [*] means concatenation. Subsequently, we optimize the cross-entropy (CE) loss between $p$ and the ground-truth label $q$ (one-hot format):

$$\text{loss} = CE(p, q),$$

(2)

During testing, we calculate the dot product between the input representation and all label embeddings to generate the final prediction.
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4 Experimental Setup

4.1 Datasets

We use 8 different natural language understanding tasks across 14 datasets to verify the effectiveness of our proposed method. The metric and class numbers for each dataset are shown in Table 1. These datasets are chosen from a wide range of common NLU tasks. Some of them are selected from GLUE benchmark (Wang et al. 2019b) and SuperGLUE (Wang et al. 2019a), others are popular in various specific research fields, such as entity typing, relation classification, and stance detection. The first category is single-input task, such as topic classification (R8 and R52)\(^1\), we use the data split proposed by (Lin et al. 2021)), sentiment analysis (MR (Pang and Lee 2005) and IMDB (Maas et al. 2011)), entity typing (FEW-NERD (Ding et al. 2021b) and BBN (Weischedel and Brunstein 2005; Huang, Meng, and Han 2022)) and relation classification (TACRED (Zhang et al. 2017) and TACRED-Revisited (Alt, Gabryszak, and Hennig 2020)). We also explore applying Mask Matching to several paired-input tasks, including natural language inference (QNLI (Rajpurkar et al. 2016) and SNLI 2 (Bowman et al. 2015)), paraphrase (PIT2015 (Xu, Callison-Burch, and Dolan 2015) and QQP 3), word in context (WiC (Pilehvar and Camacho-Collados 2019)), and stance detection (VAST (Allaway and McKeown 2020)). For a fair comparison, all the datasets and the data split are the same as in previous works.

4.2 Comparison Methods

In this research, we compare our method with the following approaches:

- **State-of-the-art** method on the single dataset. We report the previous best results among all the datasets, and these results are directly cited from public papers. It is important to note that our comparisons primarily focus on models that utilize widely used pre-trained language models like BERT, RoBERTa, and LUKE. However, some state-of-the-art methods that rely on pre-training with domain-specific datasets are not directly comparable to our approach.

- **Fine-tuning** PLMs on each dataset. This is the classical solution for NLU tasks. We use the classification-based method for single-input tasks, and the semantic matching method for paired-input tasks.

- **Prompt-tuning** utilizes a trainable virtual embedding for each label in a given task while keeping other settings the same as Fine-tuning. The primary reason for using a trainable virtual label embedding instead of manually selecting label words is that it requires no manual effort, making it more generalizable to various tasks. Additionally, in many tasks that have a large number of predefined classes, it is often challenging to choose a single discriminating word for each label, particularly in entity typing and relation classification (§1).

- **Semantic Matching** has similar training and testing procedures with Mask Matching. The only difference is that Semantic Matching uses the max-pooling over label name as the label representation.\(^4\) The label names are the same as we used in Mask Matching.

4.3 Experimental Setup

We use Pytorch (Paszke et al. 2019) and Tesla T4 GPU in our experiments. To ensure the simplicity of our framework, we maintain consistent hyper-parameters across all experiments and observe that results from Mask Matching are consistent across various settings. Specifically, we implement a batch size of 8, with a gradient accumulation of 4, and employ

\(^1\)https://www.cs.umb.edu/ smimarog/textmining/datasets/  
\(^2\)https://nlp.stanford.edu/projects/snli/  
\(^3\)https://www.quora.com/q/quoradata/  
\(^4\)We also explore using the [CLS] token in the input side or the average-pooling as alternates, but we found that max-pooling is the best choice.
<table>
<thead>
<tr>
<th>Task</th>
<th>Metric</th>
<th>Dataset</th>
<th>#C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic Classification</td>
<td>Accuracy</td>
<td>R8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R52</td>
<td>52</td>
</tr>
<tr>
<td>Semantic Analysis</td>
<td>Accuracy</td>
<td>MR</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IMDB</td>
<td>2</td>
</tr>
<tr>
<td>Entity Typing</td>
<td>Loose Micro-F1</td>
<td>FEW-NERD</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BBN</td>
<td>47</td>
</tr>
<tr>
<td>Relation Classification</td>
<td>Micro-F1</td>
<td>TACRED</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TAC-REV</td>
<td>42</td>
</tr>
<tr>
<td>Natural Language Inference</td>
<td>Accuracy</td>
<td>QNLI</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SNLI</td>
<td>3</td>
</tr>
<tr>
<td>Paraphrase</td>
<td>Micro-F1</td>
<td>PIT2015</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>QQP</td>
<td>2</td>
</tr>
<tr>
<td>Word in Context</td>
<td>Accuracy</td>
<td>WiC</td>
<td>2</td>
</tr>
<tr>
<td>Stance Detection</td>
<td>Macro-F1</td>
<td>VAST</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1: Here is a summary of the datasets we evaluated in our research, with #C representing the number of classes in each dataset. We tested our models on 8 different tasks across 14 datasets, and our metric choices align with those used in previous studies.
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5 Results

5.1 Full Training Setting

The results of the full training setting on 8 NLU tasks across 14 datasets are presented in Table 1, with the improvements of Mask Matching over Fine-tuning shown in parentheses. Our key observations are listed below:

First, the effectiveness of Mask Matching in comparison to Fine-tuning and Prompt-tuning is remarkable. The performance improvement ranges from 0.2% to almost 2%. For datasets that include label names containing rich semantic information, the improvements are more significant. For example, Mask Matching improves the F1 score from 83.2% to 84.4% on TAC-REV, and from 80.0% to 81.2% on BBN.

But the improvements on R8, IMDb, QQP, and natural language inference tasks are relatively small. We attribute this to the following reasons: 1) Strong baseline performances have limited room for improvement; 2) Current design for Mask Matching does not cope well with sentence-paired tasks. Besides, Mask Matching also outperforms Prompt-tuning significantly by fully utilizing the label semantic information. The above results show the effectiveness of Mask Matching, and Mask Matching could serve as a strong baseline for a wide range of NLU tasks.

Second, our intention is not to establish a new state-of-the-art; nevertheless, we report the current SOTA for individual datasets to exhibit the difference between our method and the current leading models. As far as we know, most of these SOTA methods involve task-specific components or training strategies. However, Mask Matching still achieves competitive performances and even obtains slightly better results than comparable SOTA in several tasks, such as topic classification and relation classification. We find that these tasks have a relatively large number of labels, and their labels contain rich information, which is consistent with our conclusion in the previous analysis.

Finally, Semantic Matching is another critical baseline with similar training and testing procedures to Mask Matching. Our experimental results demonstrate that Semantic Matching provides a weaker and less accurate label representation than Mask Matching, despite exploiting the same label semantic information. In particular, Semantic Matching performs poorly on relation classification and entity typing tasks. We attribute this to the impact of word frequency on the representation (Jiang et al. 2022a; Zhou et al. 2022; Zhao, Ma, and Lei 2022; Ding et al. 2021a), indicating that using max-pooling or average-pooling over label names directly is a sub-optimal approach. We demonstrate that using input-prompt, Mask Matching outperforms Semantic Matching, indicating our method’s better ability to extract semantic information from label names.

5.2 Low-resource Setting

We also want to explore whether Mask Matching still performs well when the training data is insufficient. The results are shown in Table 3, where we only report the results of Prompt-tuning and Mask Matching since Fine-tuning and Semantic Matching can not achieve desirable performances in most low-resource scenarios. From Table 3 we can see that Mask Matching outperforms Prompt-tuning on 12 of 14 datasets, and the improvements are significant in most cases, especially in entity typing and relation classification. Label names in the above tasks comprise rich semantic information; therefore, with the aid of the label-prompt, Mask Matching can take advantage of that information and achieve better results. Improvements in original training sizes that are extensive, such as QNLI, SNLI, and QQP, are considerably minor. In Conclusion, Mask Matching is indeed useful in cases where the label number is significant and label names

---

3https://huggingface.co/roberta-large
4https://huggingface.co/bert-lagre-uncased

3In fact, this is a common problem faced by prompt-tuning-based methods (Brown et al. 2020; Liu et al. 2021d; Schick and Schütze 2021; Tabasi, Rezaee, and Pilehvar 2022).
<table>
<thead>
<tr>
<th>Task</th>
<th>Dataset</th>
<th>Comparable SOTA</th>
<th>Fine-tuning</th>
<th>Prompt-tuning</th>
<th>Semantic Matching</th>
<th>Mask Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topic Classification</strong></td>
<td>R8</td>
<td>98.2 (Lin et al. 2021)</td>
<td>98.1</td>
<td>98.0</td>
<td>98.0</td>
<td><strong>98.3(+0.2)</strong></td>
</tr>
<tr>
<td></td>
<td>R52</td>
<td>96.6 (Lin et al. 2021)</td>
<td>96.4</td>
<td>96.7</td>
<td>96.5</td>
<td><strong>96.9(+0.5)</strong></td>
</tr>
<tr>
<td><strong>Sentiment Analysis</strong></td>
<td>MR</td>
<td>92.5 (Wang et al. 2021)</td>
<td>91.9</td>
<td>91.9</td>
<td>92.0</td>
<td>92.3(+0.4)</td>
</tr>
<tr>
<td></td>
<td>IMDb</td>
<td>97.1 (Ding et al. 2021c)</td>
<td>96.4</td>
<td>96.4</td>
<td>96.4</td>
<td>96.6(+0.2)</td>
</tr>
<tr>
<td><strong>Relation Classification</strong></td>
<td>TACRED</td>
<td>75.6 (Li et al. 2023)</td>
<td>74.4</td>
<td>74.3</td>
<td>73.2</td>
<td>75.2(+0.8)</td>
</tr>
<tr>
<td></td>
<td>TAC-REV</td>
<td>84.1 (Li et al. 2023)</td>
<td>83.2</td>
<td>83.3</td>
<td>82.1</td>
<td><strong>84.4(+1.2)</strong></td>
</tr>
<tr>
<td><strong>Entity Typing</strong></td>
<td>Few-NERD</td>
<td>85.7 (Ding et al. 2021a)</td>
<td>84.6</td>
<td>84.8</td>
<td>84.4</td>
<td>85.2(+0.6)</td>
</tr>
<tr>
<td></td>
<td>BBN</td>
<td>82.2 (Huang, Meng, and Han 2022)</td>
<td>80.3</td>
<td>80.0</td>
<td>79.4</td>
<td>81.2(+0.9)</td>
</tr>
<tr>
<td><strong>Natural Language Inference</strong></td>
<td>QNLI(dev)</td>
<td>96.5 (Bajaj et al. 2022)</td>
<td>94.6</td>
<td>94.5</td>
<td>94.2</td>
<td>94.9(+0.3)</td>
</tr>
<tr>
<td></td>
<td>SNLI(dev)</td>
<td>93.1 (Wang et al. 2021)</td>
<td>92.0</td>
<td>92.0</td>
<td>91.7</td>
<td>92.3(+0.3)</td>
</tr>
<tr>
<td><strong>Paraphrase</strong></td>
<td>PIT2015</td>
<td>-</td>
<td>83.6</td>
<td>83.7</td>
<td>83.7</td>
<td><strong>84.1(+0.5)</strong></td>
</tr>
<tr>
<td></td>
<td>QQP(dev)</td>
<td>93.2 (Bajaj et al. 2022)</td>
<td>92.2</td>
<td>92.1</td>
<td>91.8</td>
<td>92.4(+0.2)</td>
</tr>
<tr>
<td><strong>Word in Context</strong></td>
<td>WiC(dev)</td>
<td>71.1 (Liu et al. 2021b)</td>
<td>67.6</td>
<td>68.3</td>
<td>66.1</td>
<td>69.3(+1.7)</td>
</tr>
<tr>
<td><strong>Stance Detection</strong></td>
<td>VAST</td>
<td>-</td>
<td>76.8</td>
<td>77.3</td>
<td>77.1</td>
<td><strong>78.0(+1.2)</strong></td>
</tr>
</tbody>
</table>

Table 2: Performance of different methods on 14 NLU datasets under the full training setting. We re-implemented some of the methods and cited comparable SOTA results from public papers. The best performances achieved by Mask Matching are denoted in bold. Since previous methods in PIT2015 and VAST datasets used specific PLMs such as SBERT (Reimers and Gurevych 2019), we left the comparable SOTA results blank. To ensure a fair comparison, we report the performance on the development sets of WiC, QNLI, SNLI, and QQP, as previous works (Liu et al. 2019; He, Gao, and Chen 2021; Wang et al. 2021; Bajaj et al. 2022) only presented the single model’s performances on the development set. The numbers in parentheses indicate the improvement in performance compared with Fine-tuning. We averaged the results of our methods over three random seeds, and the results we reported are statistically significant with $p < 0.05$.

contain rich semantic information, resulting in a substantial improvement in performance.

5.3 The Sensitivity to Different Label-Prompts

We also investigate the effectiveness of different templates used in the label-prompt. The default template is $P1 = \{Label \ Name\} is \{MASK\}$, as we discussed in §3.2. We explore using three additional templates: $P2 = The \ meaning \ of \{Label \ Name\} is \{MASK\}$, $P3 = Label \ Name means \{MASK\}$, $P4 = \{Label \ Name\} is \ similar \ to \{MASK\}$ for comparison purposes. We conduct experiments on both single-input and paired-input datasets, and the results can be seen in Figure 3. The outcomes indicate that all prompt templates yield similar performances, indicating that different prompt templates have little effect on the results. Furthermore, Mask Matching is immune to various templates in the label-prompt. Given that $P1$ delivers more stable results than the others, we select this as the default prompt template.

5.4 Effects of Enriching Label Names

Previous results in §5.1 and §5.2 suggest that Mask Matching is efficient in leveraging the semantic information contained in label names. Motivated by Li et al. (2022), we explore the possibility of enhancing our approach by adding more related information to label names. To test this, we use FEW-NERD and TACRED datasets, which belong to information extraction tasks and have label names containing important information for prediction. We manually selected two related words for each label as augmentation information, and combined them with the original label name to form the augmented label. Results displayed in Table 4 indicate that incorporating additional information into label names contributes to performance improvement, further demonstrating the utility of label names in the Mask Matching model.
### 6 Discussions

Despite the promising results achieved by Mask Matching, there is still ample opportunity to enhance our method further. To this end, we discuss multiple research directions in this section, with the goal of encouraging readers to consider the broader use of label-prompt.

**Designing a new framework for paired-input tasks.** As we observed in §5.1 and §5.2, Mask Matching does not gain remarkable improvements when dealing with sentence-pair tasks, such as natural language processing and paraphrase. Most prompt-tuning methods (including Mask Matching) directly concatenate two sentences and use a mask token for prediction, which may not be the best choice. One potential solution is to represent two sentences using two mask tokens and design a proper training strategy to get the final prediction via two mask representations.

**Automatically extending the label names.** Although §5.4 highlights the potential performance improvements resulting from the inclusion of additional relevant information in label names, manually identifying synonyms is time-consuming and challenging without domain knowledge. Automating the extension of label names is, therefore, a promising research direction that could make Mask Matching more robust and generalizable. Furthermore, since the use of Mask Matching requires instances of named labels, extracting important details from input texts and generating appropriate label names automatically is an interesting research area.

**Exploring collaborative training using multiple mask tokens.** Some works (Wang et al. 2022b; Park et al. 2022) utilize multiple mask tokens for downstream tasks and achieve favorable performances. In this research, we only use one mask token in the input-prompt and label-prompt. We believe using multiple mask tokens and designing a proper training strategy could achieve better performance.

### 7 Conclusion

We have presented Mask Matching, a paradigm that matches a mask representation generated from a input-prompt with another from a label-prompt, to uniformly make predictions for a wide range of natural language understanding tasks. Experimental results on a full training setting show that Mask Matching significantly outperforms its fine-tuning and prompt-tuning counterparts, and obtains on-pair or better results than many state-of-the-art methods. Evaluations in the low-resource scenario and several ablation studies further verify the effectiveness of our method. Our research provides a new perspective to utilize the label semantic information, and we hope Mask Matching could inspire more exploration of the prompting methodology on the label side.
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