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Abstract
The prompt-based method has been proven effective in improving the performance of pre-trained language models (PLMs) on sentence-level few-shot tasks. However, when applying prompting to token-level tasks such as Named Entity Recognition (NER), specific templates need to be designed, and all possible segments of the input text need to be enumerated. These methods have high computational complexity in both training and inference processes, making them difficult to apply in real-world scenarios. To address these issues, we redefine the NER task as a Machine Reading Comprehension (MRC) task and incorporate prompting into the MRC framework. Specifically, we sequentially insert boundary markers for various entity types into the templates and use these markers as anchors during the inference process to differentiate entity types. In contrast to the traditional multi-turn question-answering extraction in the MRC framework, our method can extract all spans of entity types in one round. Furthermore, we propose word-based template and example-based template that enhance the MRC framework’s perception of entity start and end positions while significantly reducing the manual effort required for template design. It is worth noting that in cross-domain scenarios, PMRC does not require redesigning the model architecture and can continue training by simply replacing the templates to recognize entity types in the target domain. Experimental results demonstrate that our approach outperforms state-of-the-art models in low-resource settings, achieving an average performance improvement of +5.2% in settings where access to source domain data is limited. Particularly, on the ATIS dataset with a large number of entity types and 10-shot setting, PMRC achieves a performance improvement of +15.7%. Moreover, our method achieves a decoding speed 40.56 times faster than the template-based cloze-style approach.

Instruction
Named Entity Recognition (NER) is a fundamental problem in the field of Natural Language Processing (NLP). It aims to identify spans of text that correspond to named entities and assign them to predefined entity categories such as person, location, organization (Tjong Kim Sang and De Meulder 2003). Typically, NER tasks are regarded as sequence labeling problems (Ma and Hovy 2016), where each entity in the input sequence is assigned a specific label. However, manual annotation of a large corpus for NER requires substantial time and expertise from domain experts, making it a costly endeavor. Moreover, models trained using these methods need to adjust their structures and undergo retraining when faced with new data, limiting their ability to leverage knowledge learned from the original data.

To address these challenges, researchers have proposed the concept of few-shot NER (Wiseman and Stratos 2019; Yang and Katiyar 2020; Ziyadi et al. 2020). In few-shot NER, a pre-trained language model is used as the base model, and only a small amount of labeled data is utilized for fine-tuning in a specific domain. This approach significantly reduces the cost of annotation and enables the rapid construction of a well-performing NER model for new domains. However, existing few-shot NER models often require reconfiguration to adapt to new entity categories, which limits their performance, especially when labeled data is limited. Additionally, many existing models require the use of a unified label set during both training and testing, which results in poor recognition capability for newly encountered entity categories.

Recently, prompt-based fine-tuning (Liu et al. 2023; Li and Liang 2021; Lester, Al-Rfou, and Constant 2021) have emerged as an important new paradigm in the NLP community. Prompt-based methods aim to bridge the gap between pre-training tasks and downstream tasks by reconfiguring the input of pre-trained language models. This paradigm effectively harnesses the capabilities of language models. Prompt-based approaches have been widely adopted in the few-shot learning domain and have shown promising results. For example, in the NER field, (Cui et al. 2021) redefine the task as a cloze-style task, where prompts are used to guide the model to fill in the missing entity information. However, existing methods often require manual design of prompting templates, and in the case of limited samples, the model’s sensitivity to templates makes the search for the optimal template time-consuming. Additionally, these methods require enumerating all possible entity spans in the original text during the training and prediction processes to predict entity types, resulting in computational complexity similar to that of n-gram models.

To address these challenges, we propose a prompt-based machine reading comprehension model (PMRC) for few-
shot NER. Inspired by (Shrimal et al. 2022), our model fills the template with boundary tokens for various entity types to predict entities. During the prediction process, by assigning different entity type start and end labels to the text sequence, PMRC is able to extract all entities in one round from the original text. Furthermore, we do not introduce additional parameters as classifiers, but rather use the dot product between the boundary tokens and the text tokens as the probability values for different entity types. This allows PMRC to be transferred to new domains without adjusting the model structure. Additionally, we investigate the impact of various templates that require minimal manual design, greatly enhancing the model’s perception of entity start and end positions by incorporating label words or examples into the templates. PMRC achieves superior or competitive results on multiple datasets. In summary, PMRC consists of the following contributions:

- We introduce prompting into the MRC framework, where we sequentially insert boundary markers for various entity types into the templates. During inference, these markers are used as anchors to predict all entities in a single round, eliminating the need for enumerating entity spans and multiple rounds of QA.
- We propose word-based template and example-based template that do not require manual intervention, effectively enhancing the MRC framework’s perception of entity start and end positions in few-shot scenarios. Moreover, in cross-domain settings, PMRC does not require redesigning the model structure and can continue training by simply replacing the templates. The knowledge learned from the source domain also contributes to a +2% improvement in average performance.
- We conduct extensive experiments on several benchmark datasets, and the research results demonstrate that PMRC achieves comparable performance in the standard supervised setting and outperforms the state-of-the-art models in low-resource scenarios. Specifically, in the few-shot setting without access to the source domain, PMRC achieves an average performance improvement of +5.2%. Additionally, PMRC exhibits faster training and inference speeds compared to SOTA models.

Related Work

**Named Entity Recognition**

Traditional approaches to NER have typically framed it as a sequence labeling problem, and with the emergence of pre-trained language models like BERT (Devlin et al. 2019), combining them with a linear classification layer has become a common solution for NER (Ma and Hovy 2016; Liu et al. 2019; Zhang et al. 2020; Liu et al. 2021). However, these methods often struggle to fully leverage the capabilities of language models in low-resource scenarios within a specific domain. Moreover, they require model restructuring and retraining when facing new domains, making them unsuitable for low-resource settings.

Currently, one major research direction in low-resource NER is prototype-based methods, where a prototype is constructed for each entity class, and entity types are assigned by measuring the distance between text sequences and prototypes (Fritzler, Logacheva, and Kretov 2019; Wiseman and Stratos 2019; Yang and Katiyar 2020; Henderson and Vulic 2021; Hou et al. 2020; Lin et al. 2019; Ji et al. 2022; Huang et al. 2022b). However, these methods heavily rely on support-set entities, and their performance deteriorates significantly as the discrepancy between the source and target domains increases.

Recently, there have been studies aiming to enhance models’ perception in few-shot domains by introducing external knowledge, such as label knowledge. However, these methods still face limitations. For example, EntLM (Ma et al. 2022b) incorporates high-frequency entity mentions obtained through distantly supervised datasets to construct prototypes for entity tokens. However, obtaining reliable entity mentions requires a robust distantly supervised method (Liang et al. 2020), and as unlabeled data increases, the entity mentions need to be adapted, which means the model needs to reset the word representations of special labels and undergo retraining. In contrast, our proposed method leverages semantic knowledge from labels effectively and exhibits excellent capabilities in cross-domain transfer.

**MRC-Based NER**

Recently, the paradigm of Machine Reading Comprehension (MRC) (Li et al. 2019, 2020; Liu et al. 2022) has been applied to the field of Named Entity Recognition (NER) with rich resources and has achieved remarkable results. Unlike sequence labeling, the MRC paradigm focuses only on the start and end of entities, and its input sequence is in the form of \((question, original\text{ text})\). The information contained in the question helps the model extract the corresponding entities. However, such methods require the construction of duplicate samples with different entity categories from the original text, which greatly increases the training and inference time of the model. To address this issue, NER-MQMR (Shrimal et al. 2022) designs questions that encompass multiple categories and extracts various types of entities in parallel at the output layer. However, this approach is prone to exacerbating the token-level class imbalance, making it challenging to adapt to extremely resource-constrained few-shot scenarios. Unlike the aforementioned MRC methods, our approach not only demonstrates excellent few-shot capabilities but also fully leverages the knowledge transferability of the MRC paradigm. Furthermore, our method also excels in terms of inference speed.

**Prompt Learning in NER**

The concept of prompts originated from the idea of in-context learning in GPT-3 (Brown et al. 2020). Extensive research (Schick and Schütze 2021; Schick, Schmid, and Schütze 2020; Ben-David, Oved, and Reichart 2022; Chen et al. 2022b; Ding et al. 2022) has shown that compared to traditional fine-tuning approaches, prompt learning can effectively bridge the gap between pre-training and downstream tasks, resulting in superior performance in low-resource and cross-domain scenarios. Typically, prompt learning transforms downstream tasks into cloze-style tasks,
However, this method is not very friendly for NER tasks, as it requires dealing with the significant overhead of enumerating candidate entity spans (Cui et al. 2021). Moreover, designing suitable templates also requires a considerable amount of manual effort. Therefore, recent studies have addressed this issue by transforming NER into a sequence generation task, as demonstrated in LightNER (Chen et al. 2022a), UIE (Lu et al. 2022), (Chen et al. 2023).

Preliminaries

**Few-Shot NER**

Assuming we have a resource-rich NER dataset \( \mathbb{H} = \{(X^1_1, Y^1_1), \ldots, (X^K_K, Y^K_K)\} \), where the input is a text sequence of length \( n \), \( X^H = \{x^H_1, \ldots, x^H_n\} \), and we use \( Y^H = \{y^H_1, \ldots, y^H_n\} \) to represent the corresponding label sequence, and adopt \( \mathcal{M}^H \) to represent the label set of the rich-resource dataset (\( \forall y^H_i, y^H_j \in \mathcal{M}^H \)). Additionally, we have a low-resource NER dataset \( \mathbb{L} = \{(X^L_1, Y^L_1), \ldots, (X^L_J, Y^L_J)\} \), where the number of labeled data is extremely limited compared to the resource-rich NER dataset (i.e., \( J \ll K \)). Regarding the low-resource domain, the target label set \( \mathcal{M}^L (\forall y^L_i, y^L_j \in \mathcal{M}^L) \) may be different from \( \mathcal{M}^H \). Moreover, to ensure a truly low-resource setting, we eliminate the validation set setting used in previous works (e.g., TemplateNER (Cui et al. 2021), LightNER (Chen et al. 2022a)). This means that our model is trained on a small training set for a certain number of steps and directly tested on the test set, making our scenario more closely resemble real-world conditions.

**MRC Model for NER**

The NER task using the MRC approach involves extracting entities through a question-answering process. For each entity category, we construct a question and the model outputs the starting and ending positions of the entity in the input text sequence as the answer. This question-answering approach allows us to naturally identify potential entities in the text.

Formally, given an input sequence \( X = \{x_1, x_2, \ldots, x_n\} \), where \( n \) represents the length of the sequence, and a predefined set of entity categories \( C = \{c_1, c_2, \ldots, c_m\} \), where \( m \) represents the number of entity categories. First, we construct a natural language question for \( \forall c_i \in C \), resulting in \( Q = \{q_1, q_2, \ldots, q_m\} \). Then, we process the input into a question-answer format, resulting in:

\[
X' = \{(q_1, X), (q_2, X), \ldots, (q_m, X)\}
\]

The input \( X' \in X' \) is passed through a pretrained language model and then fed into two fully connected layers to obtain the start probability sequence and end probability sequence, respectively. \( W_{\text{start}} \in \mathbb{R}^n \times 2 \) and \( W_{\text{end}} \in \mathbb{R}^n \times 2 \) are the weights to learn:

\[
P_{\text{start}} = \text{softmax}(\text{Encoder}(X') \cdot W_{\text{start}})
\]

\[
P_{\text{end}} = \text{softmax}(\text{Encoder}(X') \cdot W_{\text{end}})
\]

Finally, for the \( c_r \in C \), we can get the entity start index sequence \( Y_{\text{start}} \) and end index sequence \( Y_{\text{end}} \) and use them to decode the predicted entities:

\[
Y_{\text{start}} = \left\{ i \mid \argmax_j (P^{(i)}_{\text{start}}) = 1, i = 1, \ldots, n \right\}
\]

\[
Y_{\text{end}} = \left\{ j \mid \argmax_i (P^{(j)}_{\text{end}}) = 1, j = 1, \ldots, n \right\}
\]

**Method**

In this section, we will describe how our method incorporates prompting into the MRC framework by discussing the model’s input and inference components. An overview of PMRC is illustrated in Figure 1. Finally, we will explain how to construct templates using words and examples.

**Prompting the MRC Model**

Inspired by NER-MQMRC (Shrimal et al. 2022), we have developed a prompt-based MRC model for few-shot NER, as shown in the Figure 1. We leverage the semantic information or contextual information provided by the prompts to enhance the model’s sensitivity to entity spans. During the training phase, the special tokens in the prompts serve as anchors for the entity’s start and end positions. In the inference phase, we employ a dot-product-based metric to match the labels.

**PMRC Input** Firstly, in the NER-MQMRC task, the questions for each entity are separated by a special token [ENT]. For PMRC, we use both [ENT_START] and [ENT_END] tokens to delimit each entity category. These tokens are added to the vocabulary of the PLM, such as BERT. Following the setup in COPNER (Huang et al. 2022a), we manually construct a label vocabulary mapping \( \mathcal{M} \), where we assign a semantically meaningful word to each entity label belonging to the predefined label set \( L \). We use the entity class name as \( LW \). For example, in most NER datasets, “PER” is used as the label for person entities, and then the specific word “person” is assigned to \( \mathcal{M}(\text{PER}) = \text{person} \) for subsequent person entities. Then, for each specific dataset, we design prompts as follows:

\[
P = \{p_1, p_2, \ldots, p_m\}, \quad p_i = \{[\text{ENT_START}], \mathcal{M}(i), [\text{ENT_END}]\} \quad \forall i \in L.
\]

Next, the generated prompts are appended to each input sentence \( X \) to form an extended input sequence \( X' = \{x_1, x_2, \ldots, x_t, p_1, \ldots, p_{m+1}\} \), where \( t \) is the length of the original input sentence, and \( m \) is the number of entity classes. Additionally, an extra label word is added to represent non-entity classes. Subsequently, \( X' \) is input to the Encoder to generate contextualized representations. PMRC treats the final hidden layer output as the representation for each token:

\[
H = \text{Encoder}(X') = [h_1, \ldots, h_t, s_1, h_1', e_1, \ldots, s_m, h_m' + 1, e_{m+1}],
\]

where \( h_i, h_i', s_i \) and \( e_i \) are the embedding of origin text token, label word token, [ENT_START] and [ENT_END], respectively. Next, we utilize MLP layers to enhance the model’s awareness of the start and end positions:

\[
H_{\text{start}} = W_{\text{start}} \cdot H
\]

\[
H_{\text{end}} = W_{\text{end}} \cdot H
\]
In the decoding stage, we adopt a commonly used approach in MRC tasks. Given a starting position $s_{ij}$ for an entity, we find the closest rightmost ending position $e_{rj}$. The entity span $(x_i, \ldots, x_r)$ is then assigned the entity label $l_j \in L$.

Prompt Construction

The work of TemplateNER demonstrates that manually crafted templates can have a certain impact on the models. In this work, we designed two types of Prompt templates: word-based template and example-based template. The former requires manual selection of label words, while the latter does not require manual intervention. However, when there are a large number of entity classes, the example-based templates can become excessively long. Therefore, in this work, we default to using word-based templates. Figure 2 illustrates examples of these methods, and they are described in detail as follows:

- **Word-based template**: We first arrange the words in $LW$. Additionally, we include "other" in $LW$ as a label word for non-entity categories. Then, we insert [ENT_START] and [ENT_END] tokens on both sides of each entity mention.

- **Example-based template**: Randomly select some samples from the training set until these samples contain mentions of various entity classes. Then, we insert [ENT_START] and [ENT_END] tokens on both sides of each word to provide separation.

The overall training objective to be minimized is as follows:

$$FL = (FL_{start} + FL_{end})/2$$
Figure 2: The illustration of prompt construction. (a) We use the label words to fill the template. (b) We will concatenate examples containing different entity types as templates.

Experiments

To validate the effectiveness of PMRC in various settings, we conducted extensive experiments in rich-resource NER and low-resource NER, including in-domain few-shot settings and cross-domain few-shot settings.

Implementation Details

If no specific model is mentioned, we use BERT-base-uncased (Devlin et al. 2019) as the backbone model. This section provides a detailed description of the training process and hyperparameters for each dataset. Considering the instability of few-shot learning, we run each experiment five times with different random seeds and report the average performance. The experiments were conducted using PyTorch on a single Nvidia 3090 GPU. All optimizations were performed using the AdamW optimizer with a linear warm-up schedule in the Standard Supervised Setting and a cosine_with_restarts schedule in the few-shot scenarios. The focal loss function was used with $\alpha = 0.25$ and $\gamma = 2$. Additionally, a weight decay of 0.01 was applied to all non-bias parameters. The details of the training hyperparameters will be described in the following section.

Rich-Resource Setting

We fixed the batch size at 16 and set the learning rate to 2e-5. The model was trained for 30 epochs, and evaluation was conducted after 20 epochs. We selected the model with the best performance on the validation set and evaluated it on the test set.

Low-Resource Setting

For all experiments, we fixed the batch size at 4, and the model was trained for 30 epochs before being directly tested. The learning rate is set to 1e-4 for the MIT Movie (Liu et al. 2013) and ATIS (Hakkani-Tür et al. 2016) datasets, and 5e-5 for the MIT Restaurant (Liu et al. 2013) dataset.

Standard Supervised NER Setting

We evaluated the performance of PMRC in the rich-resource setting on the CoNLL03 (Sang and Meulder 2003) dataset. We selected the most recent and competitive models as our baselines, including BERTTagger (Devlin et al. 2019), MRC, TemplateNER (Cui et al. 2021), and LightNER (Chen et al. 2022a). As shown in Table 1, although PMRC was de-
signed for few-shot NER, it performs competitively in the rich-resource environment. This suggests that our model has excellent capabilities in extracting entity spans and their corresponding categories from input texts.

**In-Domain Few-Shot NER Setting**

**Datasets and Baselines:** Following LightNER, we constructed a low-resource scenario dataset based on CoNLL03. We performed undersampling on specific entity types while retaining the full data for other types, ensuring a low-resource scenario across entity types within the same domain. Specifically, we selected “LOC” and “MISC” as the low-resource entities and set “PER” and “ORG” as the rich-resource entities. The rich-resource entity categories and the low-resource entity categories share the same text domain. In particular, we undersampled the training set of CoNLL03 and obtained 4,001 training examples, including 2,496 “PER”, 3,763 “ORG”, 100 “MISC”, and 100 “LOC” entities. We evaluated the performance of PMRC under the in-domain few-shot NER setting on this dataset. We selected BERTTagger, the low-resource-friendly model TemplateNER, and LightNER as our baselines.

**Results:** As shown in Table 2, compared to BERTTagger, we achieved significant performance improvements on both low-resource and rich-resource entity types. Specifically, we achieved an average improvement of +13.89% on the low-resource types. Compared to LightNER, PMRC performed better on the low-resource “LOC” type and overall, but slightly weaker on the “MISC” type. We speculate that the MISC entity category includes various types of entities, which may make it challenging for PMRC to learn the boundary information of MISC entities from a small number of samples. Importantly, we achieved an average improvement of +5.34% on the rich-resource categories, demonstrating that our approach maintains excellent performance on low-resource types without compromising the performance on rich-resource entity categories. This once again validates the competitiveness of our method designed for few-shot scenarios in the rich-resource setting.

**Cross-Domain Few-Shot NER Setting**

**Datasets and Baselines:** In this section, following the setup of LightNER, we evaluated the performance of the model with and without the use of source domain data. Specifically, we employed the CoNLL03 dataset, a general domain dataset, as a resource-rich source domain data. We randomly sampled a subset of training instances from the MIT Movie, MIT Restaurant, and ATIS datasets to serve as the training data for the target domain. We randomly sample a fixed number of instances for each entity type (10, 20, 50, 100, 200, 500 instances per entity type for MIT Movie and MIT Restaurant, and 10, 20, 50 instances per entity type for ATIS). If the number of instances for a particular type is less than the fixed quantity, we use all available instances for training. We selected several competitive methods with the same experimental setup as our baselines, including NeighTag (Wiseman and Stratos 2019), Example-based (Ziyadi et al. 2020), Multi-prototype + NSP (referred to as MP-NSP) (Huang et al. 2020), BERTTagger, TemplateNER, BERT-MRC (Yu, Bohnet, and Poesio 2020), and LightNER.

**Results Without Source Data:** When training from scratch on the target domain without any available source domain data, we cannot use prototype-based methods. Table 3 shows that PMRC outperforms all SOTA models significantly on the MIT Movie and ATIS datasets. In particular, PMRC achieves an F1 score of 58.2% in the extremely low-shot 10-shot setting on the MIT Movie dataset, surpassing LightNER’s results in the 20-shot setting and TemplateNER in the 100-shot setting. Furthermore, in the 10-shot setting on the ATIS dataset, PMRC achieves a +15.7% improvement compared to LightNER, even performing comparably to it in the 50-shot setting. PMRC also achieves competitive performance on the MIT Restaurant dataset. Overall, compared to previous state-of-the-art models, PMRC achieves an average improvement of +5.2% in all cross-domain few-shot settings.

**Results With Source Data:** We first train the model extensively on the resource-rich CoNLL03 dataset and then fine-tune it in the low-resource scenario. Table 3 shows that on all three target domain datasets, PMRC performs comparable to LightNER and significantly outperforms other baselines. Compared to the results without source data, there was a +2% improvement. This indicates that PMRC can transfer the broad knowledge learned in the resource-rich domain to resource-limited domains. Additionally, we observe that on the ATIS dataset, PMRC without source domain data clearly outperforms the source-trained LightNER.

### Analysis

#### Ablation Study

We conducted ablation experiments on the 10-shot, 20-shot, and 50-shot scenarios in the MIT Movie dataset to analyze the effects of different modules in PMRC. From the experimental results Table 4, it can be observed that PMRC experiences varying degrees of performance degradation when these three components are missing. The most significant performance drop occurs when we do not use label words at all in the constructed templates, particularly with a 5.6% decrease in the 10-shot setting with source domain. Therefore, we can conclude that incorporating label semantic knowledge into templates effectively improves the model’s performance in extremely limited data scenarios. Additionally, using an MLP in PMRC to enhance the model’s ability to distinguish entity start and end positions also leads to cer-

<table>
<thead>
<tr>
<th>Models</th>
<th>PER</th>
<th>ORG</th>
<th>LOC*</th>
<th>MISC*</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERTTagger</td>
<td>76.25</td>
<td>75.32</td>
<td>61.55</td>
<td>59.35</td>
<td>68.12</td>
</tr>
<tr>
<td>TemplateNER</td>
<td>84.49</td>
<td>72.61</td>
<td>71.98</td>
<td>73.37</td>
<td>75.59</td>
</tr>
<tr>
<td>LightNER</td>
<td>90.96</td>
<td>76.88</td>
<td>81.57</td>
<td>82.08</td>
<td>78.97</td>
</tr>
<tr>
<td>PMRC</td>
<td>96.36</td>
<td>82.15</td>
<td>82.29</td>
<td>66.38</td>
<td>84.66</td>
</tr>
</tbody>
</table>

Table 2: Results in the in-domain few-shot NER setting. * indicates the low-resource entity type.
long, causing the input to exceed the maximum encoding complexity of \( \sum_{n=2}^{d} n^d \times t \). Therefore, in theory, PMRC has certain performance improvements.

### Analysis of Prompt Templates

Previous studies have shown that prompt-based model is more sensitive to templates, and different templates may have a large performance gap. We experimented on the MIT Movie dataset using the two templates mentioned earlier, where the random word template is words chosen at random to populate a word-based template. Table 5 shows that, the label word-based template performs better than random word template. However, as the amount of data increases, the performance differences among these templates become less significant. Additionally, we observe that the example-based template performs comparably to the label word-based template and does not require manual intervention for design. However, a drawback is that when there are numerous entity categories, the template can become excessively long, causing the input to exceed the maximum encoding length and leading to performance degradation. This indicates that word prompts can effectively enhance model performance with extremely limited data. Furthermore, PMRC exhibits strong robustness in terms of templates, thanks to our model design that effectively leverages the model’s machine reading comprehension capabilities.

### Inference Efficiency

From the perspective of model complexity, the complexity of the encoder in the backbone Transformer model (Vaswani et al. 2017) is \( O(n^2d + nd^2) \), where \( d \) represents the model’s dimension. The Transformer decoder performs multi-head attention over the outputs of the encoder for \( t \) autoregressive steps, resulting in a complexity of \( O(n^2d + nd^2) \times t \). For models like BART (Lewis et al. 2020), which use both an encoder and an autoregressive decoder, the overall complexity becomes \( O((n^2d + nd^2) \times (t + 1)) \). In terms of method complexity, PMRC has a complexity of \( O(1) \), TemplateNER has a complexity of \( O(N^2) \), and QaNER (Liu et al. 2022) has a complexity of \( O(C) \). Therefore, in theory, PMRC has certain advantages over the baselines in terms of both model complexity and method complexity. We conducted experiments on the test set of CoNLL03 dataset to evaluate the model’s inference efficiency. The results in Table 6 demonstrate that PMRC achieves the fastest inference efficiency, being \( 40.56 \times \) faster than TemplateNER, \( 4.59 \times \) faster than QaNER, and \( 2.44 \times \) faster than LightNER.

### Table 3: Results in the cross-domain few-shot NER setting

<table>
<thead>
<tr>
<th>Source</th>
<th>Methods</th>
<th>MIT Movie</th>
<th>MIT Restaurant</th>
<th>ATIS</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10 20 50</td>
<td>10 20 50 100 200 500</td>
<td>10 20 50</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>BERTTagger</td>
<td>25.2 42.2</td>
<td>50.7 59.3 74.4</td>
<td>21.8 39.4</td>
<td>57.3 61.3</td>
</tr>
<tr>
<td></td>
<td>TemplateNER</td>
<td>37.3 48.5</td>
<td>56.3 62.0 74.9</td>
<td>46.0 57.1</td>
<td>60.1 62.8</td>
</tr>
<tr>
<td></td>
<td>BERT-MRC</td>
<td>18.7 48.3</td>
<td>62.5 80.2 82.1</td>
<td>12.3 71.1</td>
<td>63.9 65.5</td>
</tr>
<tr>
<td></td>
<td>LightNER</td>
<td>41.7 57.8</td>
<td>73.1 80.6 84.8</td>
<td>48.5 58.0</td>
<td>62.0 70.8</td>
</tr>
<tr>
<td></td>
<td>PMRC</td>
<td>58.2 75.2</td>
<td>82.0 83.7 85.7</td>
<td>49.5 58.2</td>
<td>65.4 71.8</td>
</tr>
</tbody>
</table>

### Table 4: Ablation Study: (1) w/o MLP: We omitted the MLP layer and directly performed dot product between the text embeddings outputted by BERT and the token embeddings. (2) w/o label words: We completely excluded label words from the prompt templates, constructing the templates only with start and end markers. (3) w/o Focal Loss: We employed cross-entropy loss instead of focal loss for loss calculation.

<table>
<thead>
<tr>
<th>Source</th>
<th>Methods</th>
<th>MIT Movie</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10 20 50</td>
</tr>
<tr>
<td>None</td>
<td>DEFAULT</td>
<td>58.2 75.2</td>
</tr>
<tr>
<td></td>
<td>w/o MLP</td>
<td>56.0 74.5</td>
</tr>
<tr>
<td></td>
<td>w/o label words</td>
<td>52.7 73.9</td>
</tr>
<tr>
<td></td>
<td>w/o Focal Loss</td>
<td>57.7 74.0</td>
</tr>
<tr>
<td>CoNLL03</td>
<td>DEFAULT</td>
<td>65.6 76.6</td>
</tr>
<tr>
<td></td>
<td>w/o MLP</td>
<td>62.7 75.4</td>
</tr>
<tr>
<td></td>
<td>w/o label words</td>
<td>60.0 73.4</td>
</tr>
<tr>
<td></td>
<td>w/o Focal Loss</td>
<td>61.2 75.9</td>
</tr>
</tbody>
</table>

### Table 5: Results of Different Templates on the MIT Movie Dataset

<table>
<thead>
<tr>
<th>Source</th>
<th>Methods</th>
<th>Prompt Template</th>
<th>5 10 20 50 100 200</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Random word Template</td>
<td>33.3 55.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Example Template</td>
<td>44.1 58.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Label word Template</td>
<td>41.5 58.2</td>
</tr>
</tbody>
</table>
In this paper, we propose PMRC, a prompt-based MRC paradigm for low-resource NER. PMRC enhances performance in extremely limited data scenarios by leveraging prompts that contain label words or examples. Additionally, PMRC demonstrates excellent knowledge transfer capabilities by assigning entity start and end markers from the prompts to each token in the input text. We conducted extensive experiments in various settings, and PMRC achieved competitive results in resource-rich environments while surpassing state-of-the-art performance in resource-constrained environments.
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