What Makes Quantization for Large Language Models Hard?
An Empirical Study from the Lens of Perturbation
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Abstract
Quantization has emerged as a promising technique for improving the memory and computational efficiency of large language models (LLMs). Though the trade-off between performance and efficiency is well-known, there is still much to be learned about the relationship between quantization and LLM performance. To shed light on this relationship, we propose a new perspective on quantization, viewing it as perturbations added to the weights and activations of LLMs. We call this approach “the lens of perturbation”. Using this lens, we conduct experiments with various artificial perturbations to explore their impact on LLM performance. Our findings reveal several connections between the properties of perturbations and LLM performance, providing insights into the failure cases of uniform quantization and suggesting potential solutions to improve the robustness of LLM quantization. To demonstrate the significance of our findings, we implement a simple non-uniform quantization approach based on our insights. Our experiments show that this approach achieves minimal performance degradation on both 4-bit weight quantization and 8-bit quantization for weights and activations. These results validate the correctness of our approach and highlight its potential to improve the efficiency of LLMs without sacrificing performance.

Introduction
Recently, large language models (LLMs) have gained a lot of attention in the deep learning community due to their remarkable performance (Touvron et al. 2023; OpenAI 2022). However, their size and computational demands pose challenges for deployment on resource-constrained devices or in real-time applications. To address this issue and improve the accessibility and efficiency of these models, researchers have explored quantization techniques that enable high-precision data to be represented in lower-precision formats. These techniques can significantly reduce the memory footprint and computational requirements of large models, making them more practical for deployment and use.

Quantizing large language models presents unique challenges that require careful consideration. First, LLMs can be incredibly large, with billions of parameters and multiple layers, resulting in significant quantization error accumulation. Second, due to the large model scale, training can be extremely costly, making post-training quantization (PTQ) the most appealing approach for LLMs, as it requires much less or even zero calibration data to perform (Bondarenko, Nagel, and Blankevoort 2021; Wu, Yao, and He 2023; Xiao et al. 2023). In summary, effectively quantifying LLMs requires a tailored approach that balances model complexity, computational resources, and performance. Despite recent studies investigating the quantization of LLMs, a comprehensive investigation into the performance of quantization has not been satisfactorily undertaken. Specifically, exploring the impact of different quantization strategies on different model families during the quantization process would be beneficial to the development of LLM quantization.

In this paper, our goal is to investigate the impact of quantization on LLMs in a systematic manner, with a focus on understanding the challenges of quantizing large language models. Specifically, we examine the effects of \textit{zero-shot post-training uniform quantization} on LLMs, as it is a practical and representative quantization setting that requires no additional training or data. To begin, we apply standard uniform quantization to various LLMs and analyze the resulting performance degradation (as shown in Figure 1). Our findings indicate that the impact of quantization varies significantly across different model families and sizes. The BLOOM and LLAMA model families exhibit greater robustness to quantization, while OPT models are more sensitive to quantization. Furthermore, we observe that the scale of the model is a crucial factor that affects the quality of quantization. Finally, we find that activation quantization has a significant effect on performance.

To account for the various factors that impact quantization, it is important to establish an analytical framework. This is where \textit{“the lens of perturbation”} comes to play. We view quantization as the addition of small perturbations to the weights and/or activations of the model. By perturbing these components and measuring the resulting performance degradation, we can analyze the impact of quantization on LLMs. This approach enables us to gain insights into how quantization influences the model’s performance in different ways. To be more specific, we subject LLMs to different kinds of artificial perturbations and investigate which perturbation causes the most performance degradation. By
Figure 1: Performance of quantized LLMs on Lambada (Paperno et al. 2016) on different model families (BLOOM (Scao et al. 2022), OPT (Zhang et al. 2022), and LLAMA (Touvron et al. 2023)), the parameter number scaling from 350M to 66B. We implement two uniform quantization settings: one is to quantize both weights and activations to 8 bits (W8A8), and the other is to perform 4-bit channel-wise for weights only (W4A16).

experimenting with artificial perturbations, we can gain insights into the robustness of the LLM quantization method and identify potential areas for improvement.

By using the lens of perturbation, we are able to delve deeper into the mechanism of quantization and identify several factors that impact the performance of LLM quantization. Our first finding is that the ability of data to withstand perturbations is closely tied to its magnitude. Specifically, larger values can endure more significant perturbations with minimal performance degradation, while smaller values can only tolerate minor perturbations. Our second observation pertains to the outlier phenomenon, which involves abnormally large values in weights and activations (Bondarenko, Nagel, and Blankevoort 2021). Statistical analysis of LLMs shows that activations suffer from outliers several orders of magnitude larger than weights (Xiao et al. 2023). As a result, under the setting of uniform quantization, activations encounter much larger quantization loss. Some methods have been proposed to alleviate this problem, for example, by separating the quantization of outlier dimensions and regular dimensions (Gong et al. 2023), or by partially migrating outlier effect from activations to weights (Xiao et al.

Through experiments, we demonstrate that this modification significantly reduces the quantization error, where uniform quantization falls short. These findings provide a more nuanced understanding of the impact of quantization on LLMs and offer a promising direction for improving the quantization process.

In summary, our contributions are as follows:

- We propose a new perspective of investigating uniform quantization for LLMs, namely the lens of perturbation. This lens provides new insights into the challenges of quantization for LLMs.
- We conduct a comprehensive comparison of the quantization performance of LLMs across various model scales and three model families (LLAMA, BLOOM, and OPT), using three quantization settings (W4A16, W8A8, and W4A8).
- Drawing on the insights through the lens of perturbation, we conduct preliminary experiments to leverage the properties of quantization-friendly perturbations and explore the potential of non-uniform quantization for LLMs, which significantly reduces quantization error. These experiments demonstrate that non-uniform quantization can significantly reduce quantization error.

Related Works

Large Language Model Quantization

Quantization, which represents the weights and activations of neural networks with low-bit precision, has been widely studied in computer vision and natural language processing (NLP) communities (Gholami et al. 2021). Recently, some researchers explore quantizing large language models to reduce the deployment cost (Shen et al. 2020; Wu et al. 2022; Kim et al. 2021; Bondarenko, Nagel, and Blankevoort 2021; Wu, Yao, and He 2023; Liu et al. 2023; Dettmers et al. 2023; Xiao et al. 2023). One major factor distinguishing LLM quantization is that LLMs with their enormous parameters are too expensive to train. Thus, most current approaches choose few-shot or zero-shot post-training quantization, which directly quantizes the already-trained model without much calibration data. These methods mostly build on uniform quantization, the most widespread, practical, and easy-to-use quantization strategy. Up to now, it has been validated that quantizing the weight of LLMs to 8 or even 4 bits is not too hard (Dettmers and Zettlemoyer 2023), however, activation quantization is still a major obstacle. Multiple studies have revealed the outlier phenomenon in weights and activations of transformer-based models, a tiny fixed set of embedding dimensions consistently exhibits large values across multiple layers (Bondarenko, Nagel, and Blankevoort 2021; Puccetti et al. 2022). Statistical analysis of LLMs shows that activations suffer from outliers several orders of magnitude larger than weights (Xiao et al. 2023). As a result, under the setting of uniform quantization, activations encounter much larger quantization loss. Some methods have been proposed to alleviate this problem, for example, by separating the quantization of outlier dimensions and regular dimensions (Gong et al. 2023), or by partially migrating outlier effect from activations to weights (Xiao et al.
Quantization is a technique that involves mapping high-precision values into low-precision discrete values. This process reduces the memory and computational requirements of the model, making it more efficient to deploy on devices with limited resources. Given a float-point tensor \( X \) (either a weight tensor or activation tensor), the quantization and de-quantization process can be viewed as:

\[
\begin{align*}
X^Z &= Q(X), \\
\bar{X} &= Q^{-1}(X^Z)
\end{align*}
\]

where \( X^Z \) is the quantized tensor, and \( \bar{X} \) is the recovered tensor. In this paper, we target the setting of uniform quantization (Hubara et al. 2017), which is the most common quantization because of its efficient implementation and satisfactory performance. The quantization function \( Q(\cdot) \) of uniform quantization is defined as a rounding-to-nearest operation over the scaled input:

\[
Q_{\text{uni}}(X) = \text{clip} \left( \frac{X}{\alpha} \cdot 2^b \right) + z; 0, 2^b - 1
\]

where \( b \in \mathbb{N} \) is the bit-width, \( \alpha \in \mathbb{R} \) is the scale factor, and \( z \in \mathbb{N} \) is zero-point. \( \lfloor \cdot \rfloor \) denotes the round-to-nearest-integer operator. The corresponding de-quantization function is as follows:

\[
Q_{\text{uni}}^{-1}(X) = (X^Z - z) \cdot / \alpha / 2^b \quad (3)
\]

In addition to the quantization strategy, the quality of quantization is also influenced by the bit-width and quantization granularity. The former is straightforward to comprehend: the number of quantization bins increases exponentially with the bit-width. For example, 8-bit quantization has 256 unique bins for each \( X \). The quantization granularity determines the size of \( X \). Tensor-wise quantization involves quantizing the entire tensor. Channel-wise or group-wise quantization, on the other hand, divides the tensor along a specific dimension and then quantizes each channel or group independently. Fine-grained granularity typically leads to better performance.

The Lens of Perturbation

While the quantized low-precision values are expected to be close to their high-precision counterparts, they usually may not be exactly equal due to the loss of precision. The extent of deviation from the high-precision values is influenced by the bit-width and the quantization scheme used. One way to view quantization is as perturbations added to the original values, which can be expressed as:

\[
X = \bar{X} + \Delta, \quad (4)
\]

where \( \Delta \) is the difference matrix between the quantized and original tensors, representing the noise introduced by the
quantization process. We call this perspective as the lens of perturbation.

The Choice of the Scale Factor

In uniform quantization, the scale factor \( \alpha \) plays a critical role as it determines the scaling of original values. Usually, the scale factor is computed by optimizing the performance of a few calibration samples. However, in the zero-shot setting, it is often set to the absolute maximum value, represented as \( \alpha_{\text{max}} = \max(|X|) \).

Figure 2 illustrates how the choice of scale factor impacts uniform quantization. If the scale factor is greater than \( \max(|X|) \), values are overscaled, resulting in an insufficient utilization of the range of integers. Conversely, if the scale factor is smaller than \( \max(|X|) \), quantized values exceed the range so out-of-range values would be clipped. In the example depicted in Figure 2, the maximum value of the input tensor Smaller scale factors result in smaller quantization intervals and thus slighter perturbations for in-range values. Figure 3 provides a rough relationship between the intensity of perturbation and the scale factor. Throughout this paper, we use \( \alpha_{\text{max}} \) as the scale factor for uniform quantization, unless otherwise specified.

Uniform Quantization under the Lens of Perturbation

Before conducting experiments, we first examine uniform quantization through the lens of perturbation. For simplicity, we initially disregard the clipping operation for out-of-range values and later discuss how it affects quantization. In uniform quantization, high-precision values are mapped to a series of equal interval bins. Through the lens of perturbation, we make the following observations: (1) the intensity of perturbation is positively correlated with the scale factor (as depicted in Figure 3, the larger the scale factor, the greater the intensity of perturbation); (2) due to the uniform intervals, the magnitude of perturbation is not dependent on the magnitude of the values being quantized.

Looking into LLM Quantization through the Lens of Perturbation

In this section, we investigate the relationships between various types of perturbations and their impact on performance degradation. Analyzing the statistical properties of perturbation can provide a more profound comprehension of the effects of quantization. Our goal is to determine which type of perturbation is more quantization-friendly (leading to less performance degradation).

What Kind of Perturbation Is More Quantization-Friendly?

To explore the correlation between perturbations and their impact on performance, we propose to use manually constructed perturbations instead of relying on the natural perturbations caused by quantization, which can be intricate and inconvenient to manipulate. Our approach involves controlling the properties of artificial perturbations and examining how they influence the model’s behavior.

Our approach constructs perturbations from two perspectives: the distribution of the perturbation (i.e., the type of distribution from which the perturbation is sampled) and the magnitude of the perturbation (i.e., whether the perturbation’s size is proportional to the input’s size). By manipulating these properties, we can enhance our comprehension of how perturbations impact the model’s performance. We consider three types of distributions for our perturbations:

- **Gaussian Perturbation** \( \Delta_G \sim \mathcal{N}(\mu, \sigma^2) \): where the perturbations are sampled from a Gaussian distribution.
- **Uniform Perturbation** \( \Delta_U \sim \mathcal{U}(-c, c) \): where the perturbations follow the uniform distribution between \(-c\) and \(c\).
- **Rademacher Perturbation** \( \Delta_R \sim \mathcal{R} \): where the perturbations have constant sizes but random signs.

Apart from the distribution, we also take into account whether the magnitude of perturbations should be linked to the magnitude of the input (i.e., whether larger values should have greater (or lesser) perturbations). In this sense, the three methods mentioned above are classified as “magnitude-independent perturbation,” signifying that the perturbation’s magnitude is not contingent on the input’s magnitude. To investigate the impact of perturbation magnitude, we introduce two “magnitude-aware perturbation” settings, in which the perturbation’s size is dynamically determined by the value’s size.

- **Positively-correlated Perturbation** \( \Delta_{M^+} \): the positive correlation setting scales the perturbation magnitude positively with the input, meaning that higher weights have larger perturbations, formally, \( \delta \propto |x| \).
- **Negatively-correlated Perturbation** \( \Delta_{M^-} \): conversely, the negative correlation setting scales the perturbation magnitude inversely with the input, meaning that higher weights lead to smaller perturbations, formally, we choose \( \delta \propto (|x| + \epsilon)^{-1} \).

We conducted experiments using different types of perturbations on the BLOOM-560M, BLOOM-3B, LLAMA-7B, and LLAMA-13B models. Due to the high computational cost, we did not experiment with more LLMs. Nevertheless, we are confident that our current experiments provide sufficient observations to draw reliable conclusions. To simulate the W8A8 quantization setting, we add perturbations to
both weights and activations in this experiment. To ensure a fair comparison between artificial perturbations and quantization perturbations, we control the perturbation intensity (measured by the L2 norm of $\Delta$) to be the same for each matrix being quantized.

Observations The results of perturbations are shown in Figure 4. As expected, perturbations lead to non-negligible decreases in performance, regardless of the properties of the perturbations or the backbone models. The extent of performance degradation varies across different model families. In the case of the BLOOM model family, artificial perturbations exhibit similar performance to standard uniform quantization, whereas LLAMA models experience a significant loss in performance. This contrast highlights the distinctive characteristics of different LLM model families, which warrants further investigation. Regarding our primary objective of establishing a link between the properties of perturbations and performance degradation, we have made an interesting discovery. We have found that the sampling distribution has little impact on performance, as all three distributions we tested exhibit comparable performance. On the other hand, the magnitude of perturbations plays a crucial role. Specifically, the Positively-correlated perturbation $\Delta_{M^+}$ (where larger values have larger perturbations) exhibits a dominant advantage over all perturbations on all models, while the negatively-correlated perturbation $\Delta_{M^-}$ (where smaller values have larger perturbations) almost completely destroys performance. This phenomenon has led us to a significant finding: larger values in LLM activations and weights are more robust to perturbations, whereas smaller values are more sensitive to perturbations.

Clipping as a Special Perturbation

The experiment conducted on artificial perturbations mentioned above has not considered the effect of the clipping operation, which can have a considerable impact on realistic quantization scenarios, however. According to the formula for uniform quantization (Eq. 2), if $\alpha$ is smaller than $\max(|X|)$, out-of-range values will be clipped, and the deviation caused by the clipping operation is much greater than that caused by regular perturbations. Through the lens of perturbation, clipping can be viewed as an exceedingly large perturbation applied to out-of-range values. Our current finding shows that larger values can tolerate much greater perturbations. Therefore, the question arises as to whether a perturbation as large as clipping is acceptable in scenarios, however. According to the formula for uniform quantization (Eq. 2), if $\alpha$ is smaller than $\max(|X|)$, out-of-range values will be clipped, and the deviation caused by the clipping operation is much greater than that caused by regular perturbations. Through the lens of perturbation, clipping can be viewed as an exceedingly large perturbation applied to out-of-range values. Our current finding shows that larger values can tolerate much greater perturbations. Therefore, the question arises as to whether a perturbation as large as clipping is acceptable in terms of model performance.

To discuss the impact of extreme perturbations caused by clipping, we design and experiment with this special perturbation:

- **Clipping Perturbation** $\Delta_C$: where large values exceeding the pre-set threshold are clipped to the threshold. We set the clipping threshold as $\mu_X + k \cdot \sigma_X$.

Figure 3 illustrates the effect of clipping perturbations on performance. Overall, clipping has a considerably more adverse impact than regular perturbations. This finding aligns with the outlier phenomenon, which posits that extremely large values are crucial for LLM performance. Clipping these values results in significant information loss, thus lead-
Table 1: Comparison of uniform and non-uniform method on three datasets. In addition to evaluating W4A16 and W8A8 quantization, we also evaluate the much more challenging w4a8 quantization setting where weights are quantized to 4 bits and activations to 8 bits. For this experiment, we have not processed the entire test set for Wikitext-2 and C4. Instead, we use the first 2000 samples to calculate perplexity.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Wikitext-2 (ppl)</th>
<th>C4 (ppl)</th>
<th>Lambda (accuracy↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>4/16</td>
<td>19.36</td>
<td>21.07</td>
<td>64.59</td>
</tr>
<tr>
<td>Non uniform</td>
<td>4/16</td>
<td>19.93</td>
<td>21.62</td>
<td>69.40</td>
</tr>
</tbody>
</table>

Table 2: Comparison of different methods on LLaMA-7b.

<table>
<thead>
<tr>
<th>Method</th>
<th>Bits</th>
<th>Wikitext-2</th>
<th>C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Precision</td>
<td>16/16</td>
<td>19.70</td>
<td>7.67</td>
</tr>
<tr>
<td>Non-uniform (Ours)</td>
<td>4/16</td>
<td>20.92</td>
<td>8.23</td>
</tr>
<tr>
<td>RTN (alias of Uniform Quant.)</td>
<td>4/16</td>
<td>25.05</td>
<td>9.12</td>
</tr>
<tr>
<td>GPTQ (Frantar et al. 2022)</td>
<td>4/16</td>
<td>21.09</td>
<td>8.48</td>
</tr>
<tr>
<td>AWQ (Lin et al. 2023)</td>
<td>4/16</td>
<td>20.77</td>
<td>8.03</td>
</tr>
</tbody>
</table>

Improving LLM Quantization

Having identified the preferred types of perturbations, we can now explore how these properties can be leveraged to improve existing quantization methods. Specifically, we have discovered that smaller values in a tensor should be subject to smaller perturbations, while larger values can handle greater perturbations, and that the magnitude of the perturbations should be constrained and clipping should be avoided. These properties can be useful in designing a quantization method that takes them into account.

To this end, we have implemented a quantization method to verify the effectiveness of the properties we discovered.
Our goal is to ensure that smaller values in a tensor are subject to smaller perturbations, while larger values bear more perturbations. We achieve this by applying a nonlinear transformation before quantization, which amplifies smaller values around zero and shrinks larger values. The approach is straightforward: perform a nonlinear transformation before quantization, and inverse transform it back after quantization, as illustrated in Figure 6. For simplicity, we select $f(x) = x^{1/3}$ as the nonlinear transformation as it effectively amplifies values near zero and shrinks larger values.

We conducted experiments on three model families: BLOOM, OPT, and LLAMA. Table 1 summarizes results on Lambada, Wikitext-2, and C4. In the W4A16 setting, where activations are not quantized, uniform quantization performs well on most of the models and tasks, suggesting that weight quantization is not overly challenging. However, when it comes to quantizing activations, uniform quantization exhibits weaknesses, while the non-uniform method maintains near-lossless performance. We observe that for OPT models, as the model scales up, standard min-max uniform quantization struggles to perform accurately with explosive perplexity scores, whereas the non-uniform method maintains the model’s performance close to that of the unquantized model. Another interesting finding is that for non-uniform quantization, as the model size scales up, the performance gap between before and after quantization decreases, indicating that larger models are easier to quantize. This phenomenon contrasts with observations made in uniform quantization, where model performance deteriorates as the model size grows.

We conducted more experiments on LLaMA-7b. Table 2 shows the comparison of non-uniform quantization and some recent post-training quantization methods and Table 3 is the performance on MMLU (Hendrycks et al. 2021), an advanced benchmark for evaluating the abilities of LLMs.

### Limitations and Practical Value

Quantization offers two sources of efficiency improvements: reduced memory costs through the use of low-precision formats, which accelerates data transfer in Memory/GPUs (memory efficiency), and faster matrix multiplication of low-precision formats (computation efficiency). However, the latter advantage is only realized when both the weight and activation are quantized to low precision. In the commonly used W4A16 setting, matrix calculation is still performed with high precision. Despite non-uniform quantization being a dominant approach in signal processing, it has not received sufficient attention in the realm of neural network compression. One major obstacle to its application in model compression is efficiency concerns. Although our non-uniform quantization method demonstrates reliable performance, it is important to note that the introduction of nonlinear transformation entails additional computations. Consequently, non-uniform quantization only offers memory efficiency without computation efficiency. However, as current LLMs are not computation-constrained but rather memory-constrained, the model wastes a significant amount of time waiting for variables to be loaded on specific hardware rather than performing calculations. This imbalance of memory capacity and computation is particularly outstanding when generating long text, as the loading/offloading of KV-Cache for each generated token significantly slows down inference. This scenario is where most of the current quantization approaches glow.

### Further Insights

Through our experimentation with the non-uniform quantization method, which amplifies smaller values and compresses larger ones, we have confirmed a general principle regarding model quantization. Specifically, larger values can tolerate more error, while smaller values are more sensitive to larger errors. Based on this observation, we have identified the limitations of uniform quantization, which employs uniformly distributed quantization intervals to scale all values of varying sizes. We propose that is preferable to establish dense bins for small values and sparser bins for large values. We believe that this finding is highly thought-provoking and warrants further exploration in future research on model quantization. There are two potential avenues to pursue: one is to implement hardware-friendly non-uniform quantization for efficient deployment, while the other entails shaping the weight and activation distributions through training to make them easier to quantize. Some prior research has already been conducted in this direction (Bondarenko, Nagel, and Blankevoort 2023).

### Conclusion

Our work introduces a new perspective on quantization, which we refer to as “the lens of perturbation”. Using this approach, we conduct a comprehensive investigation of uniform quantization on LLMs, evaluating the performance of various models under different quantization settings. We also probe the models with manually constructed perturbations, which provide valuable insights into how quantization impacts the model performance. These insights help us understand the difficulties associated with quantization for LLMs. Based on our findings, we propose a non-uniform quantization approach that significantly reduces the performance degradation caused by quantization. We hope that our study, conducted through the lens of perturbation, will contribute to a better understanding of the challenges associated with quantization for LLMs and inspire the development of more efficient and effective quantization methods.
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