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Abstract

Large language models (LLMs) and generative AI have played a transformative role in computer research and applications. Controversy has arisen as to whether these models output copyrighted data, which can occur if the data the models are trained on is copyrighted. LLMs are built on the transformer neural network architecture, which in turn relies on a mathematical computation called Attention that uses the softmax function. In this paper, we observe that large language model training and optimization can be seen as a softmax regression problem. We then establish a method of efficiently performing softmax regression, in a way that prevents the regression function from generating copyright data. This establishes a theoretical method of training large language models in a way that avoids generating copyright data.

1 Introduction

Large language models have changed the world, with the rise of generative AI models such as ChatGPT, GPT-4, Llama, BERT, BARD, PaLM, and OPT (ChatGPT 2022; Bubeck et al. 2023; Devlin et al. 2018; Touvron et al. 2023b,a; BARD 2023; Chowdhery et al. 2022; Anil et al. 2023; Zhang et al. 2022). These models are able to process natural language effectively, handling a wide range of tasks including story generation, code creation, machine translation, and elementary mathematical problem solving (Brown et al. 2020; Svyatkovskiy et al. 2020; Wu et al. 2016; Wei et al. 2022). One core component in the large language model is the transformer architecture (Vaswani et al. 2017), which is built on a computational step known as attention. Transformers have been used in a wide variety of tasks outside of large language models, including generative image systems such as DALL-E (Research 2021) and DALL-E2 (Research 2022). Recent research has integrated the transformer architecture with scalable diffusion-based image generation models (Bao et al. 2023; Cao et al. 2022; Wu et al. 2023a; Han et al. 2022; Dosovitskiy et al. 2020).

One challenge in generative AI is guaranteeing that outputs are protected from copyright infringement and intellectual property issues (Hattenbach and Glucoft 2015; Hristov 2016; Sag 2018; Gillette 2019; Vyas, Kakade, and Barak 2023). Generative models trained on large corpora of data can inadvertently generate outputs that are direct copies, or close variants, of copyrighted text or images that the model is trained on. Removing copyrighted material from training may also be undesirable: while one can achieve good performance without using copyrighted data, the inclusion of such data can significantly enhance the performance of generative AI models. For example, incorporating literary works, which are often copyrighted, into the training dataset of a language model can enhance performance. Copyright infringement issues regarding outputs of generative AI have led to controversy in using it, and past researchers have considered models and theoretical frameworks for evaluating whether generative models are copying data, and how to evaluate and avoid copyright issues that arise (Vyas, Kakade, and Barak 2023).

Our paper has two main contributions:

1. We provide an approach for solving general regression problems in a way that avoids generating copyright data. We term this approach copyright regression.

2. We show how to protect copyright data in the optimization and training of transformer-based architectures (including most large language models), by finding an algorithm to solve copyright regression for the softmax function.

Solving the copyright regression problem for the softmax function is the key technical contribution of our paper. To establish the copyright regression framework, we provide a new optimization objective for a general regression problem where some outputs are copyrighted. Such a case can arise when regression outputs are images or sentences, which occurs in transformer-based architectures for language generation and image generation. We also review literature linking the softmax regression problem to the training of transformers.

To find an algorithm for solving copyright regression for the softmax function, we used an approach based on convex optimization and gradient descent. We show that the objective function of the softmax copyright regression is convex, and that its Hessian is bounded. Showing this convexity is non-trivial, and requires intricate bounding of key matrix and vector quantities that arise in the softmax copyright regression problem. Establishing convexity and the bounded
Hessian property of the objective function in softmax copyright regression allows us to use gradient-based methods to efficiently solve this problem, with guaranteed bounds on convergence and good stability properties.

The code of experiments in this paper is open-sourced at https://github.com/ChristianYang37/chiwun/tree/main/src/Copyright-Regression. For the proofs of all lemmas and theorems in this paper, please refer to (Chu, Song, and Yang 2023b).

2 Related Work

This section briefly reviews the related research work on privacy and security of AI, theoretical large language model work, and optimization of neural networks. These topics have a close connection to our work.

Privacy and Security. Generative AI has achieved impressive results in various domains, including images, text, and code. However, preventing copyright infringement is a challenge that needs to be addressed (Hattenbach and Glucoft 2015; Hristov 2016; Sag 2018; Gillotte 2019). (Sag 2018) discusses whether data mining and machine learning on copyrighted text qualify as “fair use” under U.S. law. (Gillotte 2019) investigates copyright infringement in AI-generated artwork and argues that using copyrighted works during the training phase of AI programs does not result in infringement liability. To mitigate the potential harms of large language models, in (Kirchenbauer et al. 2023), a watermarking framework is introduced that facilitates the embedding of signals within the generated text. This framework aims to enhance the detection of output from Language Model (LLM) systems, thereby mitigating potential misuse or abuse. Building upon this foundation, subsequent research (He et al. 2022a,b) has contributed to the development of more robust and less intrusive watermark embedding algorithms. These advancements seek to improve the stability and minimize any adverse effects associated with the process of embedding watermarks. Such endeavors are important in ensuring the integrity and responsible utilization of LLM technology. (Vyas, Kakade, and Barak 2023) proposes a framework that provides stronger protection against sampling protected content, by defining near access-freeness (NAF) and developing generative model learning algorithms. Experiments demonstrate promising results with some impact on output quality for both language and image generative models. Recently, (Gao, Song, and Yang 2023) focuses on this issue of sampling protected content, and proposes a provable method for privately computing the attention matrix using differential privacy. (Xu et al. 2023) trains language models (LMs) with federated learning (FL) and differential privacy (DP) in the Google Keyboard (Gboard).

Theoretical LLM. Since the explosion of large language models, theoretical research on transformer has been one major component of improving language model performance (Kitaev, Kaiser, and Levskaya 2020; Chen et al. 2020; Tay et al. 2020; Noci et al. 2022; Deng, Li, and Song 2023; Panigrahi et al. 2023; Arora and Goyal 2023; Sun et al. 2023; Sanford, Hsu, and Telgarsky 2023; Jiang, Ren, and Lin 2023; Alman and Song 2023; Brand, Song, and Zhou 2023; Zelikman et al. 2023; Malladi et al. 2023; Liu et al. 2023a; Rafailov et al. 2023; Ignat et al. 2023; Gao, Song, and Yin 2023; Zhao et al. 2023; Deng et al. 2023; Gao et al. 2023; Wu et al. 2023b; Liu et al. 2023b). (Rücklè et al. 2020) proposes AdapterDrop, a method that removes adapters from lower transformer layers during training and inference to reduce computational overhead, while still maintaining task performance. (Tay et al. 2021) shows that random alignment matrices perform competitively and learning attention weights from token-token interactions is not highly significant. So they propose Synthesizer, a model that learns synthetic attention weights without token-token interactions and performs well in various tasks. (Chen et al. 2021) proposes Scatterbrain, a way to balance model quality and efficiency in approximating long sequences. Recent work (Arora and Goyal 2023) explores the emergence of new skills in language models through scaling up their parameters and training data. This demonstrates through mathematical analysis that the Scaling Laws provide a strong inductive bias, enabling efficient learning in pre-trained models. They term this phenomenon “slingshot generalization,” as it seems to violate traditional generalization theory.

Optimization and Convergence of Deep Neural Networks. Prior research (Li and Liang 2018; Du et al. 2018; Allen-Zhu, Li, and Song 2019a,b; Song and Yang 2019; Cai et al. 2019; Zhang, Martens, and Grosse 2019; Cao and Gu 2019; Zou and Gu 2019; Oymak and Solanolkotabi 2020; Ji and Telgarsky 2019; Lee et al. 2020; Huang et al. 2021; Zhang et al. 2020b; Brand et al. 2020; Zhang et al. 2020a; Song, Zhang, and Zou 2021; Alman et al. 2023; Munteanu et al. 2022; Zhang 2022; Gao, Mahadevan, and Song 2023; Li, Song, and Zhou 2023; Qin, Song, and Yang 2023) on the optimization and convergence of deep neural networks has been crucial in understanding their exceptional performance across various tasks. These studies have also contributed to enhancing the safety and efficiency of AI systems. In (Gao, Mahadevan, and Song 2023) they define a neural function using an exponential activation function and apply the gradient descent algorithm to find optimal weights. In (Li, Song, and Zhou 2023), they focus on the exponential regression problem inspired by the attention mechanism in large language models. They address the non-convex nature of standard exponential regression by considering a regularization version that is convex. They propose an algorithm that leverages input sparsity to achieve efficient computation. The algorithm has a logarithmic number of iterations and requires nearly linear time per iteration, making use of the sparsity of the input matrix.

3 Preliminaries

In this section, we present preliminary concepts and definitions for our paper. We begin by introducing the notations we utilize in Section 3.1. In Section 3.2 we provide the problem definition that we aim to solve.

3.1 Notations

We use the following notations and definitions: The $\ell_p$ norm of a vector $x$ is denoted as $\|x\|_p$, for examples,
\[ \|x\|_1 := \sum_{i=1}^{n} |x_i|, \quad \|x\|_2 := \left( \sum_{i=1}^{n} x_i^2 \right)^{1/2} \quad \text{and} \quad \|x\|_{\infty} := \max_{i\in[n]} |x_i|. \]

For a vector \( x \in \mathbb{R}^n \), \( \exp(x) \in \mathbb{R}^n \) denotes a vector where its i-th entry is \( \exp(x_i) \) for all \( i \in [n] \). For \( n > k \), for any matrix \( A \in \mathbb{R}^{n \times k} \), we denote the spectral norm of \( A \) by \( \|A\| \), i.e., \( \|A\| := \sup_{\|x\|_2 = 1} \|Ax\|_2 / \|x\|_2 \). We denote \( \sigma_{\min}(A) \) as the minimum singular value of \( A \).

For two vectors \( x, y \in \mathbb{R}^n \), we denote \( \langle x, y \rangle = \sum_{i=1}^{n} x_i y_i \). Given two vectors \( x, y \in \mathbb{R}^n \), we denote \( x \circ y \) as a vector whose i-th entry is \( x_i y_i \) for all \( i \in [n] \). Let \( x \in \mathbb{R}^n \) be a vector. For a vector \( x \in \mathbb{R}^n \), \( \text{diag}(x) \in \mathbb{R}^{n \times n} \) is defined as a diagonal matrix with its diagonal entries given by \( \text{diag}(x)_{i,i} = x_i \) for \( i = 1, ..., n \) and all off-diagonal entries are 0. A symmetric matrix \( A \in \mathbb{R}^{n \times n} \) is said to be positive definite (PD) when \( A > 0 \), for all non-zero vectors \( x \in \mathbb{R}^n \), we have \( x^\top Ax > 0 \). Similarly, a symmetric matrix \( A \in \mathbb{R}^{n \times n} \) is said to be positive semidefinite (PSD) when \( A \succeq 0 \), for all vectors \( x \in \mathbb{R}^n \), we have \( x^\top Ax \geq 0 \).

### 3.2 Problem Definition

To achieve a successful copyright infringement claim in the United States and many other jurisdictions, the plaintiff must provide evidence that demonstrates two key elements. Firstly, they must establish that the defendant had access to the plaintiff’s copyrighted work. Secondly, they must show that there are substantial similarities between the defendant’s work and the original elements of the plaintiff’s work (for the 9th circuits 2022).

While access to high-quality copyrighted data is essential for ensuring the performance of AI models, it also introduces legal risks. Therefore, when considering the safety and legality of AI systems, it is imperative to ensure that the ideal language model can effectively learn from all data without producing output that resembles copyrighted material present in its training set. By adhering to these considerations, we can maintain both the integrity of intellectual property rights and the lawful operation of AI technologies.

For convenience, we denote training dataset \( D \), copyright data \( C \subset D \) and other data \( O = D - C \). Our objective is to ensure a model \( f \), satisfies: for any input \( x \), given a metric \( L \), the model’s output \( f(x) \) will not exhibit substantial similarity to any copyrighted content present in its training set. We enforce this by defining a strict gap \( \tau \) such that the metric \( L(f(x), C), \) where \( C \subset C \), is greater than or equal to \( \tau \) plus the metric \( L(f(x), O) \), where \( O \in O \). That is

\[ L(f(x), C) \geq \tau + L(f(x), O). \]

The choice of metric \( L \) depends on the specific task, such as Cross-Entropy loss for text generation, mean absolute error or mean square error for regression problems, and Kullback-Leibler divergence or image similarity for image generation, etc.

To ensure compliance with copyright laws, we apply \( \tau \) to the average metric \( L \) calculated over both \( C \) and \( O \), thus implementing a formal and conservative definition. And we convert dataset \( D \) to an input matrix \( A \in \mathbb{R}^{n \times d} \) and a target vector \( b \in \mathbb{R}^n \), where \( n \) is the size of the dataset, \( d \) is the dimension of input data. We now provide the definition of problem below.

**Definition 1** (\( \tau \)-Copyright-Protected). Given matrix \( A \in \mathbb{R}^{n \times d} \) and vector \( b \in \mathbb{R}^n \) that \( A = \begin{bmatrix} A_1 \\ A_2 \end{bmatrix} \), and \( b = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} \), where \( A_1 \in \mathbb{R}^{n_1 \times d}, A_2 \in \mathbb{R}^{n_2 \times d}, b_1 \in \mathbb{R}^{n_1}, b_2 \in \mathbb{R}^{n_2} \) and \( n = n_1 + n_2 \), \( A_1 \) are the data has copyright issue and \( A_2, b_2 \) are the data does not have copyright issue. Denote the training objective \( L \). Denote \( \tau > 0 \) as a scalar.

If there is a trained model \( f_0 \) with parameter \( \theta \) that satisfies

\[ L(f_0(A_1), b_1) \leq \tau + L(f_0(A_2), b_2) \]

then we say this model \( f_0 \) is \( \tau \)-Copyright-Protected.

### 4 Methodology: Copyright Regression

A prominent existing approach, as outlined in the work by (Vyas, Kakade, and Barak 2023), introduces an algorithm that involves training an additional generative data model, denoted as \( D \), using non-copyrighted data. This algorithm employs rejection sampling to effectively manage the probability of the model generating copyrighted data. However, it is important to note that this method has certain limitations. Specifically, it incurs higher computational costs during the decoding process and necessitates the retraining of an additional model. Now we introduce our method, a simple modification to the standard training objective of generative language models to ensure that their outputs do not infringe upon copyright laws.

In accordance with the findings presented in (Deng, Li, and Song 2023), our approach involves decomposing the mechanism of Attention (Vaswani et al. 2017), into a regression problem termed Softmax Regression. This decomposition enables a deeper examination of the learning process underlying attention training. By adopting this method, we gain valuable insights into the intricacies of attention and its associated learning mechanisms.

We propose a modification to the standard training objective of generative language models based on the principles of Softmax Regression. The objective is to train the model to generate desired outputs, denoted as \( f(A) = b \). However, in the case of copyrighted data, represented by \( A_1 \in \mathbb{R}^{n_1 \times d} \) and \( b_1 \in \mathbb{R}^{n_1} \), we aim to prevent the model from learning to generate these specific outputs. To address this concern, we introduce an additional term \( L(f(A_1), b_1)^{-1} \) to the training objective to discourage the model from generating outputs matching the copyrighted data. To control the level of this protection, we introduce a scalar coefficient \( \gamma_c > 0 \). Consequently, the modified training objective becomes \( L(f(A), b) + \gamma_c L(f(A_1), b_1)^{-1} \). This modification serves to strike a balance between achieving the desired outputs and avoiding the generation of copyrighted data. The addition of the inverse term in the training objective helps mitigate the model’s tendency to generate prohibited outputs, while the coefficient \( \gamma_c \) allows for fine-tuning the level of protection. Compared to (Vyas, Kakade, and Barak 2023), our approach does not necessitate training additional models and impacts the generation speed of the model during decoding. It offers a simple and practical method that can be plug-and-play applied to all training objectives and algorithms in attention-based models, to prevent the outputs of models from outputting copyrighted data.
In Section 4.1, we present the definition of Softmax Regression. In Section 4.2, we present the definition of Copyright Regression. In Section 4.3, we present the regularization of parameters for better optimization.

4.1 Softmax Regression

In (Deng, Li, and Song 2023), Softmax Regression applies a softmax function, denoted as $f$, to the product of the input matrix $A$ and the parameter vector $x$. The training objective is then defined as minimizing the squared Euclidean distance between $f(x)$ and the target vector $b$, represented as $(f(x) - b, f(x) - b)$. By optimizing this objective, Softmax Regression aims to gain insights into the learning process of the attention mechanism.

We define Softmax Regression as follows

**Definition 2** (Softmax Regression in (Deng, Li, and Song 2023)). Given a matrix $A \in \mathbb{R}^{n \times d}$, we define

$$f(x) := \langle \exp(Ax), 1_n \rangle^{-1} \exp(Ax)$$

For the convenience of calculation, we define an intermediate operator $c(x)$ as follows

**Definition 3.** Given a matrix $A \in \mathbb{R}^{n \times d}$ and a vector $b \in \mathbb{R}^n$, let $f(x)$ be defined as Definition 2, we define $c(x) := f(x) - b$.

We define the training objective of Softmax Regression as follows

**Definition 4** (Training Objective of Softmax Regression in (Deng, Li, and Song 2023)). Given matrix $A \in \mathbb{R}^{n \times d}$ and vector $b \in \mathbb{R}^n$, let $c(x)$ be defined as Definition 3, we define $L(x) = \langle c(x), c(x) \rangle$.

For more details to spell out the equivalence of Softmax regression and the training of transformers, please refer to Section 3 of (Chu, Song, and Yang 2023a).

4.2 Copyright Regression

Given a matrix $A \in \mathbb{R}^{n \times d}$ and a vector $b \in \mathbb{R}^n$ that $A = \begin{bmatrix} A_1 \\ A_2 \end{bmatrix}$, and $b = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}$, where $A_1 \in \mathbb{R}^{n_1 \times d}$, $A_2 \in \mathbb{R}^{n_2 \times d}$, $b_1 \in \mathbb{R}^{n_1}$, $b_2 \in \mathbb{R}^{n_2}$ and $n = n_1 + n_2$. $A_1$, $b_1$ are the data that has copyright issue and $A_2$, $b_2$ are the data that does not have copyright issue. Now to distinguish between train objective of $A_1$, $b_1$ and $A_2$, $b_2$, we follow what we did in Section 4.1. We first provide the definition of Softmax Regression function on Copyright Data as follows

**Definition 5** (Softmax Regression function on Copyrighted Data). Given all data matrix $A \in \mathbb{R}^{n \times d}$ and copyrighted data matrix $A_i \in \mathbb{R}^{n \times d}$, we define

$$f_i(x) := \langle \exp(A_{i \times x}), 1_n \rangle^{-1} \exp(Ax)$$

where $i \in [1, n_1]$ denote a integer.

Also, we provide the definition of the intermediate operator $c(x)$ as follows

**Definition 6.** Given all data matrix $A \in \mathbb{R}^{n \times d}$ and copyrighted data matrix $A_1 \in \mathbb{R}^{n_1 \times d}$ and vector $b_1 \in \mathbb{R}^n$, let $f_1(x)$ be defined as Definition 5, we define $c_1(x) := f_1(x) - b_1$.

Now we have officially provided our definition of Copyright Regression below, which can prevent language models from infringing copyright with controllable performance damage and without occupying more resources.

**Definition 7.** We denote $\ell_i(x)$ as Definition 4. The function $c_1(x)$ is defined as Definition 6, and we denote $\ell_1(x) := \langle c_1(x), c_1(x) \rangle$ and $\ell_2(x) := \ell(x) - \ell_1(x)$. Let $\gamma_c > 0$ denote a parameter that controls loss related to copyright data.

We consider the following copyright loss

$$L_{copyright}(x) := 0.5\ell_1(x) + \gamma_c \cdot \ell_1(x)^{-1} + 0.5\ell_2(x)$$

Additionally, by adjusting the value of $\gamma_c$, one can easily control the learning of copyrighted data within the model. This flexibility allows for a more effective and data-sensitive approach to training language models.

4.3 Regularization

To make sure the stability during training, we add a regularization term on $L_{copyright}(x)$. We define $L_{reg}$ as follows

**Definition 8.** Given a matrix $A \in \mathbb{R}^{n \times d}$. Given a vector $w \in \mathbb{R}^n$, we define $W = \text{diag}(w)$. We define $L_{reg} : \mathbb{R}^d \rightarrow \mathbb{R}$ as follows $L_{reg} := 0.5\|W Ax\|^2$.

After adding the regularization term, we define our final objective $L$ as follows

**Definition 9.** We denote $L_{copyright}(x)$ as Definition 7, let $L_{reg}$ be defined as Definition 8, then we define $L := L_{copyright}(x) + L_{reg}$.

Minimizing $L$ is the softmax regression on copyrighted data problem.

5 Optimization Properties of Objective Function $L$

The main contribution of this section involves addressing the convexity of the objective function $L$, which allows for more efficient and reliable optimization of $L$. This achievement not only enables us to optimize the objective more effectively but also validates the feasibility of utilizing Copyright Regression for achieving convergence in LLM (Language Model) training. For instance, we can leverage popular optimization algorithms such as gradient descent, Newton’s method, and their variants to solve the optimization problem efficiently (see Section 8 in (Deng, Li, and Song 2023)).

In Section 5.1, we compute the gradient and hessian of our train objective. In Section 5.2, we show our result that the Hessian of our train objective is Positive Definite. In Section 5.3, we show our result that the Hessian of our train objective is Lipschitz. Thus, we can say our train objective $L$ is convex.

5.1 Gradient and Hessian of $L$

In order to calculate the convergence and optimization of $L$, we first compute the $\nabla L$ and $\nabla^2 L$. We show our results as follows

**Lemma 10** (Gradient of $L$). Given matrix $A \in \mathbb{R}^{n \times d}$ that $A = [A_1 \ A_2]$, where $A_1$, $A_2 \in \mathbb{R}^{n_2 \times d}$ and $n = n_1 + n_2$.
Also, we are given a vector \( b \in \mathbb{R}^n \) with \( b = [b_1^T \ b_2^T]^T \), where \( b_1, b_2 \in \mathbb{R}^{n_2} \).

We denote \( \ell_1(x) \) and \( \ell_2(x) \) as Definition 7, denote \( L \) as Definition 9, denote \( f(x) \) as Definition 2, denote \( c(x) \) as Definition 3. Give a vector \( w \in \mathbb{R}^n \), we define \( W = \text{diag}(w) \).

We have
\[
\frac{dL}{dx} = A_{i,i}^T f(x) + \text{diag}(f(x))
\]
where \( i \in \{0, n\} \) denote a integer.

For convenient, we define \( B(x) \) and \( B_c(x) \) (\( B(x) \) function on copyrighted data)
\[\text{Definition 11 (Definition 6.1 in (Deng, Li, and Song 2023))}.
\]
Given matrix \( A \in \mathbb{R}^{n \times d} \) and vector \( b \in \mathbb{R}^n \) that \( A = [A_1 \ b], \) and \( b = [b_1^T \ b_2^T]^T \), where \( A_1 \in \mathbb{R}^{n_1 \times d}, A_2 \in \mathbb{R}^{n_2 \times d}, b_1 \in \mathbb{R}^{n_1}, b_2 \in \mathbb{R}^{n_2} \) and \( n = n_1 + n_2, A_1, b_1 \) are the data has copyright issue and \( A_2, b_2 \) are the data does not have copyright issue.

Denote \( f(x) \) as Definition 2, denote \( c(x) \) as Definition 3, denote \( f_1(x) \) as Definition 5, denote \( c_1(x) \) as Definition 6. We define \( B(x) \) as follows
\[
B(x) = (3f(x) - 2b_1, f(x)) \cdot f(x) f(x)^T + (f(x) - b_1, f(x)) \cdot \text{diag}(f(x))
\]
and then we also define \( B_c(x) \) as follows
\[
B_c(x) = (3f_1(x) - 2b_1, f_1(x)) \cdot f_1(x) f_1(x)^T + (f_1(x) - b_1, f_1(x)) \cdot \text{diag}(f_1(x))
\]
with \( B(x) \) and \( B_c(x) \), we can abbreviate our compute result of Hessian of \( L \) as follows
\[\text{Lemma 12 (Hessian of \( L \). Given matrix \( A \in \mathbb{R}^{n \times d} \) that \( A = [A_1 \ b], \) where \( A_1, A_2 \in \mathbb{R}^{n_2 \times d} \) and \( n = n_1 + n_2 \). Also, we are given a vector \( b \in \mathbb{R}^n \) with \( b = [b_1^T \ b_2^T]^T \), where \( b_1, b_2 \in \mathbb{R}^{n_2} \).

Denote \( \ell_1(x) \) and \( \ell_2(x) \) as Definition 7, denote \( L \) as Definition 9, denote \( f(x) \) as Definition 2, denote \( c(x) \) as Definition 3, denote \( B(x) \) and \( B_c(x) \) be defined as Definition 11. Given a vector \( w \in \mathbb{R}^n \), we define \( W = \text{diag}(w) \).

We have
\[
\frac{d^2L}{dx_i dx_j} = A_{i,i}^T B(x) A_{i,i}^T + A^T W^2 A
\]
where \( i, j \in \{0, n\} \) denote two integers, \( i \neq j \).

\[\text{5.2 Hessian of \( L \) is Positive Definite}\]
After computing the Hessian of \( L \), we now show our result that can confirm it is positive definite, which implies that \( \nabla^2 L \succeq 0 \). Therefore, we have strong evidence that \( L \) satisfies the condition of convexity, which is a desirable property for optimization purposes.

\[\text{Lemma 13 (Hessian is positive definite). Given matrix \( A \in \mathbb{R}^{n \times d} \) and vector \( b \in \mathbb{R}^n \). Denote \( \gamma \in (0, 1) \) a scalar. Given a vector \( w \), denote \( W = \text{diag}(w) \in \mathbb{R}^{n \times n} \). We define \( w_i^2 \) as the \( i \)-th diagonal entry of matrix \( W^2 \in \mathbb{R}^{n \times n} \). Let \( l > 0 \) denote a scalar.

If for all \( i \in \{0, n\}, w_i^2 \geq 8 + 200 \gamma_i \gamma^{-3} + l / \sigma_{\text{min}}(A)^2 \), we have \( \nabla^2 L \succeq l \cdot I_d \).\]

\[\text{5.3 Hessian of \( L \) is Lipschitz}\]
We now show our result that confirms the Hessian of \( L \) is Lipschitz, which is a desirable property in optimization. This indicates that the second derivatives of \( L \) change smoothly within a defined range. By leveraging this Lipschitz property, we can employ gradient-based methods with guaranteed convergence rates and improved stability. Overall, this finding validates the feasibility of utilizing Copyright Regression for achieving convergence in LLM (Language Model) training.

\[\text{Lemma 14 (Hessian is Lipschitz-continuous). Denote \( R \geq 4 \) denote a scalar. Given a matrix \( A \in \mathbb{R}^{n \times d} \) and a vector \( b \in \mathbb{R}^n \), \( ||A|| \leq R, ||b||_2 \leq 1 \). Given \( x, y \in \mathbb{R}^d \) be two vector parameter for Copyright Regression with conditions \( ||x||_2 \leq R, ||y||_2 \leq R \) and \( ||A(x - y)||_\infty \leq 0.01 \). Let \( L \) be defined as Definition 9, let \( \gamma \in (0, 1) \), let \( \beta \in (0, 0.1) \).

Denote \( H(x) := \nabla^2 L(x) \). Then
\[
||H(x) - H(y)|| \leq (13344 \gamma + 2) \gamma^{-4} \beta^{-2} n^{1.5} \exp(40R^2) ||x - y||_2
\]

\[\text{6 Optimization and Copyright Protection Guarantees}\]
We have already established the convexity of the training objective \( L \) in Section 5, providing a strong foundation to confidently pursue the global optimal value of \( L \) through optimization techniques. Now we present the main results of this
paper: 1) the minimization guarantee of $L$, 2) the copyright protection efficiency of Copyright Regression.

Firstly, in Section 6.1, our objective is to minimize $L$ to its optimal value, ensuring that we achieve the most favorable outcome in terms of our training process. The minimization guarantee of $L$ confirms our main result on optimization of Copyright Regression, it also demonstrates the ease of use of Copyright Regression, which can be optimized on any attention-based model. At the same time, denote $x^*$ as the optimal solution of training objective $L$, analyzing $L(x^*)$'s performance on copyrighted data can help us to understand how the trained Copyright Regression can avoid copyright infringement.

Secondly, in Section 6.2, we aim to demonstrate that the optimal $L$ provides robust protection for its outputs, safeguarding them from potential copyright infringement. By delineating this boundary, we can quantitatively assess the extent to which Copyright Regression preserves the integrity and exclusivity of copyrighted content. This analysis will provide valuable insights into the effectiveness of our approach and its ability to strike a balance between data protection and the need for authorized access.

### 6.1 Minimizing Loss Guarantee

We provide our minimum training objective theorem below.

**Theorem 15** (Minimizing training objective $L$). Suppose we have matrix $A \in \mathbb{R}^{n \times d}$ and $A_1 \in \mathbb{R}^{n_1 \times d}$, $n_1 \leq n$, vector $b, w \in \mathbb{R}^n$. Let $L$ be defined as Definition 9, denote $x^*$ as the optimal solution of $L$ where $g(x^*) = 0$ and $\|x^*\| \leq R$. Denote $R \geq 10$ be a positive scalar. Denote $M = n^{1.5} \exp(60R^2)$, let $x_0$ be denoted as an initial point where $M\|x_0 - x^*\|_2 \leq 0.1l$, where $l > 0$ denoted a scalar.

For any accuracy $\epsilon \in (0, 0.1)$ and any failure probability $\delta \in (0, 0.1)$, there exists a randomized algorithm, with probability $1 - \delta$, it runs $T = \log(\frac{\epsilon}{\delta})$ iteration and outputs a vector $\bar{x} \in \mathbb{R}^d$ such that $\|\bar{x} - x^*\| \leq \epsilon$ and the time cost of each iteration is

$$O((\text{nnz}(A) + d^w) \cdot \text{poly}(\log(n/\delta)))$$

Here $w$ is the exponent of matrix multiplication. Currently $w \approx 2.373$.

### 6.2 $L$ is $\tau_c$-Copyright-Protected

Now we provide a boundary that illustrates the efficacy of Copyright Regression in safeguarding copyrighted data, while also addressing the criteria outlined in Definition 1, which serves as our definition of copyright protection in this paper.

We set $\ell(x)$ in Definition 4 as a $\ell_2$ metric for measuring parameter $x$ on learning data $A$. Now we present our result to confirm that training using our Copyright Regression method can ensure that the model’s outputs do not infringe copyright. Specifically, we can assert that the trained model $L$ is protected against copyright infringement with a threshold of $\tau_c$ based on Theorem 16 below.

**Theorem 16.** Let $x^*$ be denoted the optimal parameter on Copyright Regression. We define $\ell(x)$ as Definition 4, denote $\ell(x)$ as the original train objective of Softmax Regression. Denote $\epsilon_2 \in (0, 0.1)$ a scalar. Denote $\tau_c := \sqrt{\frac{2}{\gamma_c}}/n_1 - \epsilon_2/n_2$, we have $\frac{\ell(x^*)}{n_1} \geq \tau_c + \frac{\epsilon_2}{n_2}$, so $x^*$ in Copyright Regression is $\tau_c$-Copyright-Protected.

Now we have provided evidence of the copyright protection achieved through training under the Copyright Regression objective. This method has been rigorously proven and offers complete control over copyright infringement. However, concerns may arise regarding the potential impact of the Copyright Regression approach on the model’s overall performance, particularly when copyright data includes high-quality novels and images that contribute significantly to the model’s performance. In fact, language models cannot remember all their training data. Their training loss has a considered range instead of equal to 0. Based on this, we only need to let model’s performance on copyrighted data be different from model’s performance on other data, even if this difference is very small, then we can ascertain whether the model has access to these copyright data during output generation and intentionally avoids outputting them. The difference, namely $\tau$, can be easily controlled by adjusting the value of $\gamma_c$ and $n_1/n$, we will continue to explain that why we say this in Section 7.

### 7 Experiment

In order to evaluate and demonstrate the effectiveness of our proposed Copyright Regression approach, we conducted extensive experiments using Softmax Regression. By varying the values of $n_1$ (representing the number of data instances with copyright issues) and $\gamma_c$ (the coefficient used to control the Copyright Regression), we compared the results against a baseline model. The experimental findings clearly indicate the efficacy of our method in providing effective copyright protection.

In Section 7.1, we provided the details of our experiment. In Section 7.2, we provided experimental results and analyzed the effectiveness of Copyright Regression.

#### 7.1 Setup

**Model and Baseline.** We applied our approach Copyright Regression on a pretrained generative language model GPT-2 (Radford et al. 2019), namely CR-GPT-2. To evaluate the effectiveness of our approach, we conduct a comparative analysis against a baseline method referred to as GPT-2 where we directly evaluate GPT-2 model on copyright issues without any additional training.

**Dataset.** We employed an open-source dataset Wikitext2 (Merity et al. 2016) to fine-tune our model, and evaluate the performance of our model on its test set. Specifically, we randomly selected some data as fake copyrighted data to simulate real-world cases, and denote $n_1/n$ as the proportion of copyrighted data in the whole training dataset.

**hyper-parameters.** To assess the influence of copyright data with different proportions during training, we varied the value of $n_1/n$ to be $n_1/n \in \{0.1, 0.2, 0.4, 0.6, 0.8\}$. Additionally, to evaluate the impact of different values of $\gamma_c$ on copyright protection, we consider $\gamma_c$ values of $\{0.1, 0.2, 0.3, 0.4, 0.5\}$. In addition, we fixed random seeds.
and conducted multiple experiments to record the maximum, minimum, and average values to ensure stable results were obtained.

**Metrics.** We use two evaluation metrics, including $\tau_{CE} = \frac{L_{CE1}}{n_1} - \frac{L_{CE2}}{n_2}$ and "Perplexity", where the $L_{CE1}$ denotes the sum of Cross Entropy loss on the copyright dataset and the $L_{CE2}$ denotes the sum of Cross Entropy loss on the non-copyright dataset.

### 7.2 Results and Analysis

**Impact of $\gamma_c$.** The left top image of Figure 1 depicts the relationship between the variables $\gamma_c$ and the difference metric $\tau_{CE}$. In this experiment, we set the value of $n_1/n = 0.1$. Remarkably, the observed trend aligns closely with the result we derived in Section 6.2. Our derived result, stated as $\tau_{CE} = \frac{L_{CE1}}{n_1} - \frac{L_{CE2}}{n_2} > \sqrt{n_2} - \frac{n_2}{n_1}$, affirms that our Copyright Regression approach effectively encourages the model to avoid copyright infringement while still maintaining a controllable level of performance degradation. Furthermore, the left bottom image of Figure 1 indicates inappropriate $\gamma_c$ may have a slight negative impact on the overall performance of the model. But in the case of model convergence, this impact is limited and can be controlled by $\gamma_c$.

**Impact of the proportion of copyright data.** $n_1/n$ impacts on model performance are illustrated in the right top and right bottom images of Figure 1. This image showcases the relationship between $n_1/n$ and the difference metric $\tau_{CE}$. In this experiment, we set the value of $\gamma_c = 0.2$. The findings show that as the proportion $n_1/n$ increases, there is basically no significant change in the model’s perplexity on the test set and the $\tau_{CE}$. Especially, the right top image of Figure 1 shows the comparison between CR-GPT-2 and baseline GPT-2 on copyright data with metric $\tau_{CE}$. The $\tau_{CE}$ of CR-GPT-2 is stable above 0.5 while the $\tau_{CE}$ of GPT-2 is around 0. This finding provides compelling evidence that our Copyright Regression approach effectively prevents the occurrence of the "infinite monkey" phenomenon, ensuring that the model’s outputs consistently avoid copyright infringement. By maintaining a reliable level of performance on copyright data, our method demonstrates its ability to strike a crucial balance between performance and copyright protection.

### 8 Conclusion

Our work shows that the training of transformers can be viewed as a softmax regression problem. We provide a notion of copyright regression, which encourages regression functions to avoid outputting copyright data. Then, we combine the two to perform copyright regression on the softmax function, which allows us to train transformers in a way that avoids outputting copyright data. The main idea to solve copyright regression on the softmax function, was to show that the copyright regression problem is convex and that the Hessian is Lipschitz. This guarantees that gradient descent methods will have guaranteed convergence to the optimal solution with good stability properties. The experimental results of applying our method on GPT-2 show that our algorithm performs well in preventing copyright issues.
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