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Abstract

We consider decentralized gradient-free optimization of minimizing Lipschitz continuous functions that satisfy neither smoothness nor convexity assumption. We propose two novel gradient-free algorithms, the Decentralized Gradient-Free Method (DGFM) and its variant, the Decentralized Gradient-Free Method† (DGFM†). Based on the techniques of randomized smoothing and gradient tracking, DGFM requires the computation of the zeroth-order oracle of a single sample in each iteration, making it less demanding in terms of computational resources for individual computing nodes. Theoretically, DGFM achieves a complexity of $O(d^{3/2} \delta^{-1} \epsilon^{-4})$ for obtaining an $(\delta, \epsilon)$-Goldstein stationary point. DGFM†, an advanced version of DGFM, incorporates variance reduction to further improve the convergence behavior. It samples a mini-batch at each iteration and periodically draws a larger batch of data, which improves the complexity to $O(d^{3/2} \delta^{-1} \epsilon^{-3})$. Moreover, experimental results underscore the empirical advantages of our proposed algorithms when applied to real-world datasets.

1 Introduction

In this paper, we consider decentralized optimization where the data are distributed among multiple agents, also known as nodes or entities. For a network with $m$ agents, the optimization problem can be written in the following form:

$$\min_{x \in \mathbb{R}^d} f(x) = \frac{1}{m} \sum_{i=1}^{m} f^i(x),$$

(1)

where $f^i(x) = \mathbb{E}_\xi[f^i(x; \xi)]$ is a local cost function on the $i$-th node and $\xi$ is the index of the random sample. Instead of having a central server, each node $i$ makes decisions based on its local data and information received from its neighbors. Throughout the paper, we do not require any smoothness or convexity assumption but only suppose that each $f^i(\cdot; \xi)$ is Lipschitz continuous. Moreover, we focus on the gradient-free methods that exclusively rely on function values, avoiding the access for any first-order information.

Decentralized optimization has found extensive applications in signal processing and machine learning (Ling and Tian 2010; Giannakis et al. 2017; Vogels et al. 2021). In the context of smooth non-convex objective that each $f^i(x)$ has the finite-sum structure, a variety of deterministic methods have been proposed (Zeng and Yin 2018; Hong, Hajinezhad, and Zhao 2017; Sun and Hong 2019; Scutari and Sun 2019; Xin, Khan, and Kar 2022; Luo and Ye 2022). Notably, Xin, Khan, and Kar (2022) achieved a network topology-independent convergence rate in a big-data regime. Luo and Ye (2022) integrated variance reduction, gradient tracking, and multi-consensus techniques, yielding an algorithm that meets the tighter communication requirement and complexity level of first-order oracle algorithms. In the realm of stochastic decentralized optimization, a significant body of literature has explored acceleration techniques that incorporate variance reduction (Pan, Liu, and Wang 2020; Sun, Lu, and Hong 2020; Xin, Khan, and Kar 2021a,b).

Moreover, a substantial volume of literature exists regarding resolving non-convex non-smooth optimization (Di Lorenzo and Scutari 2016; Scutari and Sun 2019; Wang et al. 2021; Xin et al. 2021; Mancino-Ball et al. 2023; Xiao et al. 2023; Chen, Garcia, and Shahrampour 2021; Wang et al. 2023). However, most existing research require the objective to adhere to a specific structure. Predominantly, studies focus on composite optimization, where the objective sums up a smooth non-convex part and a possibly non-smooth part. In this vein, Scutari and Sun (2019) introduced a decentralized algorithmic framework for minimization of the sum of a smooth non-convex function and a non-smooth difference-of-convex function over a time-varying directed graph. Mancino-Ball et al. (2023) introduced a single-loop algorithm with a small batch size which achieved a network topology-independent complexity. Conversely, other recent investigations have focused on the decentralized optimization of non-smooth weakly-convex functions (Chen, Garcia, and Shahrampour 2021; Wang et al. 2023).

Previous decentralized algorithms still require gradient computation, while this oracle may be computationally prohibitive (Liu et al. 2020), such as sensor selection (Liu et al. 2018). Moreover, the gradient-free method has a promising application in adversarial machine learning, especially in black-box adversarial attacks (Chen, Jordan, and Wainwright 2020; Moosavi-Dezfooli et al. 2017). Recently, some works studied decentralized optimization problem with zeroth-order methods (Tang, Zhang, and Li 2020;
presented an algorithm for finding a relationship between Goldstein stationarity of the original objective function. Lin, Zheng, and Jordan (2022) established the relationship between smooth non-convex but Lipschitz continuous problems, an effective way is by applying the randomized zeroth-order algorithms for non-smooth non-convex problems to the decentralized setting. Zhang et al. (2020) introduced \((\delta, \epsilon)\)-Goldstein stationarity as a valid criterion for non-smooth non-convex optimization, which makes it possible to analyze the non-asymptotic convergence. They utilize a random sampling approach to choose an interpolation point on the segment connecting two iterates. This method guarantees a substantial descent of the objective function, given the assumption that the function is Hadamard directionally differentiable and access to a generalized gradient oracle is available. This algorithm can achieve complexity \(O(\Delta L^2_f \delta^{-2} \epsilon^{-2})\), where \(L_f\) is the Lipschitz continuous constant of the objective and \(\Delta\) is the initial function value gap. Later, Davis et al. (2022) and Tian, Zhou, and So (2022) relaxed the subgradient selection oracle assumption and Hadamard directionally differentiable assumption by adding random perturbation. More recently, Cutkosky, Mehta, and Orabona (2023) found a connection between non-convex stochastic optimization and online learning and established a stochastic first-order oracle complexity of \(O(\Delta L^2_f \delta^{-1} \epsilon^{-3})\), which is the optimal in the case of \(\epsilon \leq O(\delta)\). In light of recent advances in designing zeroth-order algorithms for non-smooth non-convex problems, an effective way is by applying the randomized smoothing technique (Nesterov and Spokoiny 2017; Shamir 2017). This approach constructs a smooth surrogate function to which algorithms for smooth functions can be applied. Lin, Zheng, and Jordan (2022) established the relationship between Goldstein stationarity of the original objective function and \(\epsilon\)-stationarity of the surrogate function, and presented an algorithm for finding a \((\delta, \epsilon)\)-Goldstein stationary point within at most \(O(d^{3/2} L^2_f \delta^{-1} \epsilon^{-3})\) stochastic zeroth-order oracle calls. Later, Chen, Xu, and Luo (2023) constructed stochastic recursive gradient estimators to accelerate and achieve a stochastic zeroth-order oracle complexity of \(O(d^{3/2} L^2_f \epsilon^{-3} + d^{3/2} \Delta L^3_f \delta^{-1} \epsilon^{-3})\). All above work applied the first-order or zero-order methods for finding the approximate stationary point of the smooth surrogate function. Very recently, Kornowski and Shamir (2023) replaced the goal of finding an \(\epsilon\)-stationary point of the smoothed function with that of finding a Goldstein stationary point and then used a stochastic first-order non-smooth non-convex algorithm. This change led to an improved dependence on the dimension, reducing it from \(d^{3/2}\) to \(d\).

1.1 Contributions
In this work, we propose two gradient-free decentralized algorithms for non-smooth non-convex optimization: the Decentralized Gradient Free Method (DGFM) and the Decentralized Gradient Free Method\(^+\) (DGFM\(^+\)).

DGFM is a decentralized approach that leverages randomized smoothing and gradient tracking techniques. DGFM only requires the computation of the zeroth-order oracle of a single sample, thus reducing the computational demands on individual computing nodes and enhancing practicality. Theoretically, DGFM achieves a complexity bound of \(O(d^{3/2} \delta^{-1} \epsilon^{-4})\) for reaching a \((\delta, \epsilon)\)-Goldstein stationary solution in expectation. Furthermore, DGFM requires the same number of communication rounds as the number of iterations. To the best of our knowledge, DGFM is the first decentralized algorithm for general non-smooth non-convex optimization problems. Our complexity result matches the complexity bound of the standard gradient-free stochastic method (Lin, Zheng, and Jordan 2022).

We also propose an enhanced algorithm DGFM\(^+\) by incorporating the variance reduction technique SPIDER (Fang et al. 2018). DGFM\(^+\) samples a mini-batch at each iteration and periodically samples a mega-batch of data. This strategy improves the zeroth-order oracle complexity to \(O(d^{3/2} \delta^{-1} \epsilon^{-3})\) for reaching \((\delta, \epsilon)\)-Goldstein stationarity in expectation. In comparison to DGFM, DGFM\(^+\) not only employs randomized smoothing and gradient tracking but also introduces a multi-communication module. This addition ensures that the order of communication complexity is on par with that of the iteration complexity.

2 Preliminaries
We give some notations and introduce basic concepts in non-smooth and non-convex analysis.

Notations. We use subscripts to indicate the nodes to which the variables belong and superscripts to indicate the iteration numbers. We use bold letters such as \(x\) to represent stack variables e.g., \(x^k = [(x^k_1]^T, \ldots, (x^k_m)^T]^T \in \mathbb{R}^{md}\). We denote \(\|x\|_q = (\sum_{i=1}^d |x^{(i)}_q|)^{1/q}, q > 0\) for the \(l^q\) norm, where \(x^{(i)}_q\) denote the \(i\)-th element of \(x\). For brevity, \(\|x\|\) stands for \(l_2\)-norm. For a matrix \(A\), we denote its spectral norm as \(\|A\|\). The notation \(B_r(x)\) presents a closed Euclidean ball centered at \(x\) with radius \(\nu > 0\), i.e., \(B_r(x) = \{y : \|y-x\| \leq \nu\}\). We use \(\mathbb{R}^{d-1} = \{x \in \mathbb{R}^d : \|x\| = 1\}\) to denote the sphere of the unit ball in \(\ell_2\)-norm. We work with a probability space \(\{\Omega, \mathcal{F}, \mathbb{P}\}\), where \(\Omega\) is a sample space containing all possible outcomes, \(\mathcal{F}\) is the sigma-algebra on \(\Omega\) representing the set of events, and \(\mathbb{P}\) is the probability measure. In this paper, we use \(\mathbb{U}^d\) to denote the uniform distribution on \(\mathbb{R}^{d-1}\). We consider decentralized algorithms that generate a sequence \(\{x^k_i\}_{k \geq 0}\) to approximate the stationary point of \(f^*\). At each iteration \(k\), each node \(i\) observes a random vector set \(S^k_i = \{v^{k,i}_1, w^{k,i}_1\}_{j=1}^q\).
where \( \xi \) is the data sample, \( w \) is a random vector sample for gradient estimation and \( b \) is the batch size. We introduce a natural filtration induced by these random vector sets observed sequentially by these nodes: \( \mathcal{F} = \{ \Omega, \varnothing \} \) and \( \mathcal{F}_k := \sigma(\{S_i^k, S_{i+1}^k, \ldots, S_{i+b-1}^k : i \in [m]\}) \) for any \( k \geq 1 \). We use \( \mathbb{E}[\|x_i^k - \hat{x}^k\|^2] \) to denote consensus error of sequence \( \{x_i^k\} \), and the consensus error under \( \mathcal{F}_k \) are denoted by \( \mathbb{E}[\|x_i^k - \hat{x}^k\|^2 | \mathcal{F}_k] \). Furthermore, similar notations hold for \( y \), which is a gradient tracking vector of stochastic gradient.

**Stationary condition.** In the non-convex setting, Clarke’s subdifferential (or generalized gradient) (Clarke 1990) is perhaps the most natural and well-known extension of the standard convex subdifferential.

**Definition 2.1.** Given a point \( x \in \mathbb{R}^d \) and the direction \( v \in \mathbb{R}^d \), the generalized directional derivative of a Lipschitz continuous function \( f \) is given by

\[
Df(x; v) := \limsup_{t \to 0} \frac{f(x + tv) - f(x)}{t}.
\]

The generalized gradient of \( f \) is defined as

\[
\partial f(x) := \{ g \in \mathbb{R}^d : g^T v \leq Df(x; v), \forall v \in \mathbb{R}^d \}.
\]

We need to properly define the approximate stationary condition for the efficiency analysis. An intuitive choice is to consider the \( \varepsilon \)-Clarke’s stationary point which is defined by \( \text{dist}(0, \partial f(x)) \leq \varepsilon \). However, Kornowski and Shamir (2021) demonstrated that accessing such approximate stationarity for sufficiently small \( \varepsilon \) tends to be generally intractable. Therefore, as suggested by Lin, Zheng, and Jordan (2022); Zhang et al. (2020), it is more sensible to target a \((\delta, \varepsilon)\)-Goldstein stationary point (Goldstein 1977).

**Definition 2.2 ((\( \delta, \varepsilon \))-Goldstein Stationary Point).** Given \( \delta > 0 \), the \( \delta \)-Goldstein subdifferential of Lipschitz function \( f(\cdot) \) at \( x \) is given by \( \partial_{\delta} f(x) := \text{conv}(\bigcup_{y \in \mathbb{B}_\delta(x)} \partial f(y)) \). Then we say point \( x \) is a \((\delta, \varepsilon)\)-Goldstein stationary point if

\[
\min \{ \|g\| : g \in \partial_{\delta} f(x) \} \leq \varepsilon.
\]

**Randomized Smoothing.** For non-smooth problems, a natural idea is first to apply smoothing techniques to these problems and then minimize the resulting smoothed surrogate function. We highlight some key properties and refer to (Lin, Zheng, and Jordan 2022) for more details.

**Definition 2.3 (Randomized smoothing).** We say function \( f_\delta(x) \) is a randomized smooth approximation of the non-smooth function \( f(x) \) if \( f_\delta(x) := \mathbb{E}_{w \sim p}[f(x + \delta \cdot w)] \).

The randomized smooth approximation requires the objective function \( f(x) = \frac{1}{b} \sum_{i=1}^{m} \mathbb{E}_z[f_i(x; \xi)] \) to satisfy the following assumption to have good properties.

**Assumption 1.** For \( \forall i \in [m] \), assume condition \( |f_i(x; \xi) - f_i(y; \xi)| \leq L(\xi) \|x - y\| \) holds, namely, \( f_i(\cdot; \xi) \) is \( L(\xi) \)-Lipschitz continuous. Furthermore, assume there exists a constant \( L_f \) such that \( \mathbb{E}[L(\xi)^2] \leq L_f^2 \). Moreover, we assume \( f(\cdot) \) is lower bounded and define \( f^* := \inf_{x \in \mathbb{R}^d} f(x) \).

Then we give a specific gradient-free method to approximate the gradient.

**Definition 2.4** (Zeroth-order oracle estimators). Given a stochastic component \( f(\cdot; \xi) : \mathbb{R}^d \to \mathbb{R} \), we define its zeroth-order oracle estimator at \( x \in \mathbb{R}^d \) by

\[
g(x; w, \xi) = \frac{d}{2b} (f(x + \delta \cdot w; \xi) - f(x - \delta \cdot w; \xi)) w,
\]

where \( w \) is uniformly sampled from \( \mathbb{S}^{d-1} \). Let \( S = \{ (\xi_i, w_i) \}_{i=1}^{b} \), where vectors \( w_1, \ldots, w_b \in \mathbb{R}^d \) are i.i.d sampled from \( \mathbb{S}^{d-1} \) and random indices \( \xi_1, \ldots, \xi_b \) are i.i.d. We define the mini-batch zeroth-order gradient estimator of \( f(\cdot; \xi) \) in terms of \( S \) at \( x \in \mathbb{R}^d \) by

\[
g(x; S) = \frac{1}{b} \sum_{i=1}^{b} g(x; w^i, \xi^i).
\]

**Proposition 2.1** (Lemma D.1 (Lin, Zheng, and Jordan 2022)). For the zeroth-order oracle estimator in Definition 2.4, we have \( \mathbb{E}_{w, \xi} [\|g(x; w, \xi)\|^2] \leq 16\sqrt{2\pi d}L_f^2 \).

In the remains of this paper, we use the notation \( \sigma^2 = 16\sqrt{2\pi d}L_f^2 \).

We summarize the main properties of randomized smoothing in the following proposition.

**Proposition 2.2** (Proposition 2.2 (Chen, Xu, and Luo 2023)). Suppose Assumption 1 holds, then for the local function \( f^*(x) := \mathbb{E}[f_i(x; \xi)] \), we have

1. \( |f^*(\cdot) - f_i^*(\cdot)| \leq L_f \).
2. \( f_i^*(\cdot) \) is \( L_f \)-Lipschitz continuous and \( L_\delta \)-smooth, where \( L_\delta = cL_f\sqrt{d/\delta} \) and \( c \) is a constant.
3. \( \nabla f_i^*(\cdot) \in \partial_{\delta} f_i^*(\cdot) \).
4. There exists \( \Delta \) such that for any \( x \in \mathbb{R}^d \), \( f_i(x) - f^* \leq \Delta_\delta \), where \( \Delta_\delta = \Delta + \delta L_f \).

**Graph.** Consider a time-varying network \( \mathcal{G} = (\mathcal{V}, \mathcal{E}_k) \) of agents, where \( \mathcal{V} \) denotes the set of nodes and \( \mathcal{E}_k \) is the set of links connecting nodes at time \( k \). Let \( A(k) \triangleq (a_{i,j}(k))_{i,j=1}^{m} \) denote the matrix of weights associated with links in the graph at time \( k > 0 \). In addition, we will use \( A^\tau(k) \triangleq (a^\tau_{i,j}(k))_{i,j=1}^{m} \) to denote the weighted matrix (mixing matrix) for the \( \tau \)-th repetition of communication in \( k \)-th iterations. We make the following standard assumption on the graph topology.

**Assumption 2** (Graph property). The weighted matrix \( A(k) \) has a sparsity pattern compliant with \( \mathcal{G} \) that is

1. \( a_{i,i}(k) > 0 \), for any \( i \) and \( k \);
2. \( a_{i,j}(k) > 0 \) if \( (i, j) \in \mathcal{E}_k \) and \( a_{i,j}(k) = 0 \) otherwise;
3. \( A(k) \) is doubly stochastic, which means \( 1^T A(k) = 1^T \) and \( A(k)1 = 1 \).

Furthermore, all of above properties hold if we replace \( A(k) \) with \( A^\tau(k) \).

**Remark 1.** Several rules for selecting weights for local averaging have been proposed in the literature that satisfies Assumption 2 (Xiao, Boyd, and Lall 2005). Examples include the Laplacian, the Metropolis-Hasting, and the maximum-degree weights rules.
The doubly stochastic matrix has some desirable properties (Tsitsiklis 1984; Sun, Scutari, and Daneshmand 2022) that will be used in our analysis.

**Proposition 2.3.** Let $\hat{A}(k) = A(k) \otimes 1_d, J = \frac{1}{m} 1_m \mathbb{T} \otimes 1_d$, then:

1. $\hat{A}(k)J = J \hat{A}(k)$.
2. $\hat{A}(k)\bar{x}_k = \bar{x}_k = J\bar{x}_k, \forall \bar{x}_k \in \mathbb{R}^d$.
3. There exists $\rho$ such that $\max_k \{ \| \hat{A}(k) - J \| \} \leq \rho < 1$.
4. $\| \hat{A}(k) \| \leq 1$.

We remark that Proposition 2.3 also hold by replacing $A(k)$ with $A^*(k)$.

**Algorithm 1: DGFM at each node $i$**

Require: $x_i^0 = x_i^0 = \bar{x}_i^0, \forall i \in [m], K, \eta$

1. Initialize: $y_i^0 = g_i(x_i^0, S_i^{k}) = 0_d$
2. for $k = 0, \ldots, K - 1$ do
3. Sample $S_i^k = \{w_i^k, \xi_i^k\}$ and calculate $g_i(x_i^k, S_i^k)$
4. $y_i^{k+1} = \sum_{j=1}^{m} a_{i,j}(k)(y_j^k + g_j(x_j^k, S_j^{k}) - g_j(x_j^{k-1}, S_j^{k-1}))$
5. $x_i^{k+1} = \sum_{j=1}^{m} a_{i,j}(k)(x_j^k - \eta y_j^{k+1})$
6. Return: Choose $x_{out}$ uniformly at random from $\{x_i^k\}_{k=1}^K, K=1,\ldots,m$

**3 DGFM**

In this section, we develop the decentralized Gradient-Free Method (DGFM), an extension of the centralized zeroth-order method proposed by Lin, Zheng, and Jordan (2022). In a multi-agent environment, a significant challenge lies in managing the consensus error among agents to match the order of the optimization error. To address this issue, DGFM integrates a widely-used gradient tracking technique (Di Lorenzo and Scutari 2016; Sun, Scutari, and Daneshmand 2022; Nedic, Olshevsky, and Shi 2017; Lu et al. 2019) with the gradient-free method. Specifically, for every node $i$, DGFM contains the following three steps. Firstly, it sample a random direction $w_i^k$ and a data point $\xi_i^k$; and calculate the corresponding zeroth-order oracle estimator $g_i(x_i^k, S_i^k)$, where $S_i^k = (w_i^k, \xi_i^k)$. Secondly, the gradient tracking technique is applied to monitor the zeroth-order oracle estimator of the overall function. Lastly, the primal variable is updated using a perturbed and locally weighted average. We present the details in Algorithm 1.

We first establish some basic properties of the ergodic sequences, especially for the average sequences.

**Lemma 3.1.** Let $\{x_i^k, y_i^k, \bar{x}_i^k, \bar{y}_i^k\}$ be the sequence generated by DGFM and $\{x_i^k, y_i^k, \bar{g}_i^k\}$ be the corresponding stack variables, then we have:

$$
\bar{x}_i^{k+1} = \hat{A}(k)(\bar{x}_i^k - \eta y_i^{k+1}), x_i^{k+1} = \bar{x}_i^k - \eta y_i^{k+1},$$

$$
\bar{y}_i^{k+1} = \bar{y}_i^k + \bar{g}_i^k - g_i^{k-1}, y_i^{k+1} = \bar{g}_i^k \text{ and } y_i^{k+1} = \hat{A}(k)(y_i^k + g_i^k - g_i^{k-1}),
$$

where $\bar{x}_i^k = \frac{1}{m} \sum_{i=1}^{m} x_i^k, x_i^k = \frac{1}{m} \sum_{i=1}^{m} y_i^k$ and $\bar{y}_i^k = \frac{1}{m} \sum_{i=1}^{m} y_i^k$.

Lemma 3.1 implies that DGFM effectively executes an approximate gradient descent on the consensus sequence, utilizing the variable $y$ to track gradients for approximating the overall gradient. Subsequently, we present the main convergence results of DGFM and discuss the relevant features. The result of consensus error decay at exponential order is given in Lemma 3.2.

**Lemma 3.2 (Consensus error decay).** Let $\{x_i^k, y_i^k, g_i(x_i^k, S_i^k)\}$ be the sequence generated by DGFM and $\{x_i^k, y_i^k, g_i^k\}$ be the corresponding stack variables, then for $k \geq 0$, there exist positive $\alpha_1$ and $\alpha_2$ such that

$$
\mathbb{E}\left[ \| x_i^{k+1} \| ^2 \right] \leq \rho^2 (1 + \alpha_1) \mathbb{E}\left[ \| x_i^k \| ^2 \right] + \rho^2 \alpha_2 \mathbb{E}\left[ \| x_i^{k+1} \| ^2 \right] + \mathbb{E}\left[ \| y_i^{k+1} \| ^2 \right],
$$

and

$$
\mathbb{E}\left[ \| y_i^{k+1} \| ^2 \mid \mathcal{F}_k \right] - \rho^2 (1 + \alpha_2) \mathbb{E}\left[ \| y_i^k \| ^2 \mid \mathcal{F}_k \right] \leq \rho^2 (1 + \alpha_2) + (6 + 3\alpha_2) \mathbb{E}\left[ \| x_i^{k+1} \| ^2 \mid \mathcal{F}_k \right] + \mathbb{E}\left[ \| y_i^{k+1} \| ^2 \mid \mathcal{F}_k \right] - \rho^2 (1 + \alpha_2) \mathbb{E}\left[ \| y_i^k \| ^2 \mid \mathcal{F}_k \right],
$$

where $\theta_1 = 18L_2^2 \eta^2 (1 + \alpha_2), \theta_2 = 9\rho^2 (1 + \alpha_2) L_2^2, \theta_3 = 9\rho^2 (1 + \alpha_2) L_2^2 (1 + 4\eta^2 L_2^2)$ and $L_2 = cL_f \sqrt{\alpha d - 1}$ is the smoothness of $f_j(x)$.

Lemma 3.2 indicates that if we omit some additional error term other than $\mathbb{E}\left[ \| x_i^k \| ^2 \right]$ and $\mathbb{E}\left[ \| y_i^k \| ^2 \right]$, there is a factor $\rho^2 (1 + \alpha_1) i$, $i = 1, 2$, between two successive consensus error terms. Since $\rho$ is smaller than 1, we can choose a suitable $\alpha_i$ (such as $\sqrt{1 - \rho^2}/(2\rho^2)$) so that the factor $\rho^2 (1 + \alpha_i) < 1$, thereby achieving an exponential decrease in the consensus error. Therefore, we can show the descent property of $\{x^k\}$ in the following Lemma 3.3 and combine it with Lemma 3.2 to get the descent property of the overall sequence in Lemma 3.4.

**Lemma 3.3.** Let $\{x^k, y^k, \bar{x}^k, \bar{y}^k\}$ be the sequence generated by DGFM, then we have

$$
\mathbb{E}\left[ \| f_0(\bar{x}^{k+1}) \| ^2 \right] - \mathbb{E}\left[ \| f_0(\bar{x}^k) \| ^2 \right] + \eta \mathbb{E}\left[ \| \nabla f_0(\bar{x}^{k+1}) \| ^2 \right] \leq \frac{\eta L_3^2}{2m} \mathbb{E}\left[ \| x_1^k \| ^2 \right] + L_3 \eta^2 (\sigma^2 + L_2^2).
$$

We obtain Lemma 3.4 by multiplying the two consensus errors in Lemma 3.2 by their corresponding factors $\beta_x$ and $\beta_y$ and adding them to the result of Lemma 3.3.

**Lemma 3.4 (Informal).** Let $\{x_i^k, y_i^k, \bar{x}_i^k, \bar{y}_i^k\}$ be the sequence generated by DGFM, then there exist positive constants $\beta_x$ and $\beta_y$ such that

$$
\theta_4 \sum_{k=1}^{K-1} \mathbb{E}\left[ \| \nabla f_0(\bar{x}^k) \| ^2 \right] + \theta_5 - \theta_6 \sum_{k=1}^{K-1} \mathbb{E}\left[ \| x_i^k \| ^2 \right] \leq \mathbb{E}\left[ f_0(\bar{x}^{k}) \right] - \mathbb{E}\left[ f_0(\bar{x}^K) \right] + (\theta_6 - \theta_7) \mathbb{E}\left[ \| x_i^k \| ^2 \right] + \theta_8 - \theta_7 \sum_{k=1}^{K} \mathbb{E}\left[ \| y_i^k \| ^2 \right] - \beta_y \mathbb{E}\left[ \| y_i^{K+1} \| ^2 \right] - \mathbb{E}\left[ \| y_i^1 \| ^2 \right],
$$

where $\theta_4, \theta_5, \theta_6, \theta_7$ and $\theta_8$ depend on $\alpha_1, \alpha_2, \beta_x, \beta_y, d, \eta, L_3, L_f, m$ and $\rho$.
Observe that Lemma 3.4 can give an upper-bound of 

\[\mathbb{E} \left[ \| \nabla f_0(\hat{x}_k) \|^2 \right] + (\theta_5 - \theta_6) \theta_6^{-1} \mathbb{E} \left[ \| x_k - \hat{x}_k \|^2 \right]\]

when we choose the proper parameters of \(\alpha_1, \alpha_2, \beta_x, \beta_y, \eta, \delta\) and such that \(\theta_i > 0\) for \(i = 4, 5, \ldots, 8\) and it holds that \((\theta_5 - \theta_6) \theta_6^{-1} = O(\delta^{-2})\). Since \(\mathbb{E} \left[ \| \nabla f_0(\hat{x}_k) \|^2 \right] \leq 2L_2^2 \mathbb{E} \left[ \| x_k - \hat{x}_k \|^2 \right] + 2E \left[ \| \nabla f_0(\hat{x}_k) \|^2 \right]\), then we can give an upper bound of \(\mathbb{E} \left[ \| \nabla f_0(\hat{x}_k) \|^2 \right]\), which naturally leads to the complexity results of finding \((\delta, \varepsilon)\)-stationary points with simple calculation. Next, we present more specific parameter settings, leading to the optimal convergence rate.

**Theorem 3.1 (Informal).** \(\text{DGFM outputs a} \ (\delta, \varepsilon)\text{-Goldstein stationary point of} \ f(\cdot) \text{ in expectation with the total stochastic zeroth-order complexity and total communication complexity at most} \ O(\Delta \delta^{-1} \varepsilon^{-4} d^2/\delta^2) \text{ by setting} \ \alpha_1 = \alpha_2 = (1 - \rho^2)/2\rho^2, \ \delta = O(\varepsilon), \ \beta_x = O(\delta^{-1}), \ \beta_y = O(\varepsilon^4 \delta) \text{ and} \ \eta = O(\varepsilon^2 \delta). \)

4 \ DGFM+

In this section, we consider DGFM+. First, we give some preliminaries in the following section.

Algorithm 2: DGFM+ at each node \(i\)

**Require:** \(x_i^{-1} = x_i^0 = \hat{x}_0, v_i^0 = v_i^{-1} = 0, \forall i \in [m], \ K, \eta, b_i, b'\)

1: for \(k = 0, \ldots, K - 1\) do
2: \(\text{if } k \text{ mod } T = 0 \text{ then}
3: \quad \text{Sample } S_{i}^{kr} = \{\{\xi_{i,j}^{kr}, w_i^{kr}j\}\}_{j=1}^{b'}
4: \quad \text{Calculate } y_i^{k+1} = v_i^k = g_i(x_i^k; S_{i}^{kr})
5: \quad \text{for } \tau = 1, \ldots, T \text{ do}
6: \quad \quad y_i^{k+1} = \sum_{j=1}^{m} a_{i,j}^{\tau}(k) y_j^{k+1}
7: \quad \text{else}
8: \quad \quad \text{Sample } S_{i}^{k} = \{\{\xi_{i,j}^{k}, w_i^{k,j}\}\}_{j=1}^{b}
9: \quad \quad v_i^k = v_i^{k+1} - g_i(x_i^k; S_{i}^{kr}) - g_i(x_i^{k-1}; S_{i}^{kr})
10: \quad \quad y_i^{k+1} = \sum_{j=1}^{m} a_{i,j}(k) (y_j^{k+1} + v_j^{k} - v_j^{k-1})
11: \quad \quad x_i^{k+1} = \sum_{j=1}^{m} ai_{j}(k) (x_i^{k} - \eta_j y_i^{k+1})
12: \quad \text{Return: } \text{Choose } x_i \text{ uniformly at random from } \{x_i^{k}\}_{k=1}^{K}, \forall i = 1, \ldots, m\)

Preliminaries for DGFM+. Mini-batch zeroth-order oracle estimator plays a key role in DGFM+. The variance of the gradient estimator can be reduced by increasing the batch size. Furthermore, the smoothness merit of randomized smoothing for mini-batch zeroth-order oracle estimator is still established. All these properties are stated in the following Proposition 4.1.

**Proposition 4.1 (Corollary 2.1 and Proposition 2.4 (Chen, Xu, and Luo 2023)).** Under Assumption 1, it holds that \(\mathbb{E}_S [\| g_i(x; S) - \nabla f_j(x) \|^2 ] \leq \sigma^2 / b, \) where \(\sigma^2 = 16 \sqrt{2} \pi d L_2^2. \) Furthermore, for any \(w \in S^{d-1} \) and \(x, y \in \mathbb{R}^d, \) it holds that \(\mathbb{E}_S [\| g_i(x; w, \xi) - g_i(y; w, \xi) \|^2 ] \leq d^2 L_3^2 \delta^{-2} \| x - y \|^2. \)

**Algorithm and Convergence Analysis.** In DGFM+, we divide all the \(K\) iterations into \(R\) cycles, each containing \(T\) iterations. In the first iteration of each cycle, we sample a mini-batch of size \(b'\) to compute the stochastic gradient, and then use batchsize of \(b\) for the rest iterations. In addition, we use the SPIDER (Fang et al. 2018) method to track the gradient for variance reduction. For the decentralized setting, we perform gradient tracking on the obtained gradients to approximate the gradient of the finite sum function and finally perform gradient descent on the variable \(x. \) It is worth noting that we need to restart the gradient tracking at the beginning of each cycle. To reduce the consensus error, we perform frequent fast communication \(T\) times. DGFM+ is given in Algorithm 2.

**Lemma 4.1.** Let \(\{x_i^k, y_i^k, g_i^k, v_i^k\}\) be the sequence generated by DGFM+ and \(\{x^k, y^k, g^k, v^k\}\) be the corresponding stack variables, then for \(k \geq 0, \) we have

\[x^{k+1} = \hat{A}(k)(x^k - \eta_y x^{k+1}), x^{k+1} = x^k - \eta x^{k+1} \text{ and } y^{k+1} = \hat{A}(k) y^k + v^k - v^{k-1}, \]

Furthermore, for \(rT < k < (r + 1)T, r = 0, \ldots, R - 1, \) we have

\[y^{k+1} = \hat{A}(k) y^{k} + v^{k} - v^{k-1}, \]

\[y^{k+1} = y^k + v^k - v^{k-1}. \]

The purpose of restart gradient tracking is to ensure that \(y^{k+1} = \hat{y}^k\) holds throughout the entire sequence. Additionally, it helps to truncate the accumulation of the variance bound described in Lemma 4.4. However, this operation may introduce a consensus error at the beginning of each cycle. Inspired from (Luo and Ye 2022; Chen, Ye, and Luo 2022), we perform multiple rounds of communication before the start of each cycle. This will be further explained in detail in Lemma 4.2. Next, we give some consensus results for DGFM+.

**Lemma 4.2.** For sequence \(\{x^k, y^k\}\) generated by DGFM+, we have

\[\mathbb{E} [\| x_{i}^{k+1} \|^2 ] - \rho^2 (1 + \alpha_1) \mathbb{E} [\| x_{i}^{k} \|^2 ] \leq 3\eta^2 \left( \frac{\rho^2 L_2^2}{\alpha_1} + \frac{\rho^2 d L_2^2}{bd^2} \right) \mathbb{E} [\| y_{i}^{k-1} \|^2 ] + \theta_9 \mathbb{E} [\| x_{i}^{k} \|^2 ] + \theta_{10} \mathbb{E} [\| x_{i}^{k+1} \|^2 ] \]

\[rT + 1 \leq k < (r + 1)T, \forall r = 0, 1, \ldots, R - 1, \]

\[\mathbb{E} [\| x_{i}^{k+1} \|^2 ] \leq 2\rho^2 m (\sigma^2 + L_2^2), \forall r = 0, 1, \ldots, R - 1, \]

and for any \(k \geq 0, \)

\[\mathbb{E} [\| x_{i}^{k+1} \|^2 ] \leq (1 + \alpha_2) \rho^2 \mathbb{E} [\| x_{i}^{k} \|^2 ] + \theta_{10} \mathbb{E} [\| y_{i}^{k+1} \|^2 ] \]

\[\text{where } \theta_9 = 3 (\rho^2 L_2^2 / \alpha_1 + \rho^2 d^2 L_2^2 / \delta^2) \text{ and } \theta_{10} = (1 + \alpha_2) \rho^2 \eta^2. \]

Similar to the proof process of DGFM, we will present the descent properties of the average sequence in Lemma 4.3. Since SPIDER is used here, we also provide an upper bound for variance in Lemma 4.4.
Lemma 4.3. For the sequence \( \{\tilde{x}^k, \tilde{v}^k\} \) generated by DGFM and \( f_\delta(x) = \frac{1}{m} \sum_{i=1}^{m} f_i(x) \), we have
\[
\begin{align*}
\mathbb{E} \left[ \|\tilde{x}^k - \nabla f_\delta(\tilde{x}^k)\|^2 \right] &\leq -\frac{n}{2} \left( \frac{\|\nabla f_\delta(\tilde{x}^k)\|^2}{\|\tilde{v}^k\|^2} \right) \|\tilde{v}^k\|^2 \leq -\frac{n}{2} \left( \frac{\|\nabla f_\delta(\tilde{x}^k)\|^2}{\|\tilde{v}^k\|^2} \right) \|\tilde{v}^k\|^2.
\end{align*}
\]

Lemma 4.4. Let \( \{\tilde{x}^k, \tilde{v}^k\} \) be the sequence generated by DGFM, then for \( rT \leq k \leq (r+1)T - 1 \), we have
\[
\begin{align*}
\mathbb{E} \left[ \|\tilde{x}^k - \nabla f_\delta(\tilde{x}^k)\|^2 \right] &\leq \frac{2L_f^2}{m} \mathbb{E} \left[ \|x_i^{kT}\|^2 \right] + \frac{6dL_f^2}{m^2\sigma^2} \sum_{i=1}^{m} \mathbb{E} \left[ \|x_i^{kT-1}\|^2 \right] + 2 \mathbb{E} \left[ \|\tilde{v}^k - \frac{1}{m} \sum_{i=1}^{m} \nabla f_i(x_i^k)\|^2 \right]
\end{align*}
\]

Moreover, for \( k = rT, \ r = 0, \ldots, \ R-1 \), we have
\[
\begin{align*}
\mathbb{E} \left[ \|\tilde{x}^k - \nabla f_\delta(\tilde{x}^k)\|^2 \right] &\leq \sigma^2 / b'.
\end{align*}
\]

By multiplying the consensus error descent of \( x, y \) shown in Lemma 4.2 with their corresponding coefficients, \( \beta_x \) and \( \beta_y \), and combining it with the results of mean sequence (Lemma 4.3) and variance upper bound (Lemma 4.4), we can obtain the following Lemma 4.5.

Lemma 4.5 (Informal). For the sequence \( \{x^k, y^k\} \) generated by DGFM, we have
\[
\begin{align*}
\frac{n}{2} \sum_{k=0}^{RT-1} \mathbb{E} \left[ \|\nabla f_\delta(x_i^k)\|^2 \right] + \theta_{11} \sum_{k=0}^{RT-1} \mathbb{E} \left[ \|x_i^k\|^2 \right] &\leq -\theta_{12} \sum_{k=0}^{RT-1} \mathbb{E} \left[ \|\tilde{x}^k\|^2 \right] - \theta_{13} \mathbb{E} \left[ \|\tilde{x}^{RT+1}\|^2 \right] \\
&\leq \theta_{12} \sum_{k=0}^{RT-1} \mathbb{E} \left[ \|\tilde{x}^k\|^2 \right] + \theta_{13} \sum_{k=0}^{RT-1} \mathbb{E} \left[ \|\tilde{x}^{kT}\|^2 \right] + \theta_{14} \mathbb{E} \left[ \|y_i^{RT}\|^2 \right] + \mathbb{E} \left[ f_\delta(\tilde{x}^0) \right] + 2\rho_T m (\sigma^2 + L_f^2) \cdot b' R + \theta_{15},
\end{align*}
\]

with constants \( \theta_{11}, \theta_{12}, \theta_{13}, \theta_{14}, \theta_{15} \) depend on \( \alpha_1, \alpha_2, \beta_x, \beta_y, \gamma, \eta, L, L_f, R, m, \rho, T \).

Similar to Lemma 3.4, Lemma 4.5 gives an upper bound of \( \mathbb{E} \left[ \|\nabla f_\delta(x_i^k)\|^2 \right] \), which can be used to derive the complexity of Goldstein stationary point \( x_i^k \) in expectation. We present specific parameter setting in the following Theorem.

Theorem 4.1 (Informal). DGFM can output a \((\delta, \varepsilon)\)-Goldstein stationary point of \( f(\cdot) \) in expectation with total stochastic zeroth-order complexity at most
\[
\mathbf{O} \left( \max \{ (\Delta \delta \varepsilon^{-3} d^2 m^{-2}, \Delta \delta \varepsilon^{-2} d^2 m^{-3} \} \right)
\]
and the total communication rounds is at most
\[
\mathbf{O} \left( (\epsilon^{-1} + \log(\epsilon^{-1} d)) \cdot \max \{ \Delta \delta \varepsilon^{-2} d^2 m, \Delta \delta \varepsilon^{-2} d^2 m^{-2} \} \right)
\]
by setting \( \alpha_1 = \alpha_2 = (1 - \rho_T^2) / 2 \rho_T^2, \delta = \mathbf{O}(\varepsilon), \beta_x = \mathbf{O}(\delta^{-1}), \beta_y = \mathbf{O}(\delta), b' = \mathbf{O}(\varepsilon^{-2}), b = \mathbf{O}(\varepsilon^{-2}), \gamma = \mathbf{O}(\varepsilon^{-1}), T = \mathbf{O}(\epsilon^{-1}), R = \mathbf{O}(\Delta \delta \varepsilon^{-2}), T = \mathbf{O}(\log(\epsilon^{-1})) \).

For the sequence \( \{\tilde{x}^k, \tilde{v}^k\} \) generated by DGFM, we have
\[
\begin{align*}
\mathbb{E} \left[ \|\tilde{x}^k - \nabla f_\delta(\tilde{x}^k)\|^2 \right] &\leq -\frac{n}{2} \left( \frac{\|\nabla f_\delta(\tilde{x}^k)\|^2}{\|\tilde{v}^k\|^2} \right) \|\tilde{v}^k\|^2 \leq -\frac{n}{2} \left( \frac{\|\nabla f_\delta(\tilde{x}^k)\|^2}{\|\tilde{v}^k\|^2} \right) \|\tilde{v}^k\|^2.
\end{align*}
\]

Remark 2. Compared to DGFM, DGFM+ requires less evaluations of zeroth-order oracles to achieve the same level of accuracy, which is consistent with the findings of (Chen, Xu, and Luo 2023). Additionally, DGFM+ involves significantly fewer communication rounds than DGFM, and the number of communication rounds required is of the same order as the number of iterations \( K \).

Remark 3. If we do not use multiple rounds of communication during the restart of gradient tracking and only perform communication once, i.e., \( T = 1 \), we can achieve the same complexity result to DGFM by setting the parameters appropriately, i.e., \( \alpha_1 = \alpha_2 = (1 - \rho_T^2) / 2 \rho_T^2, \delta = \mathbf{O}(\varepsilon), \beta_x = \mathbf{O}(\varepsilon^{-3}), \beta_y = \mathbf{O}(\varepsilon^{-2}), b' = \mathbf{O}(\varepsilon^{-2}), b = \mathbf{O}(1), T = \mathbf{O}(\varepsilon^{-2}), R = \mathbf{O}(\varepsilon^{-2}) \) and \( \eta = \mathbf{O}(\varepsilon^{-2}) \). However, this parameter setting will increase the number of communication rounds to \( \mathbf{O}(\delta^{-1} \epsilon^{-2}) \), which is one order of magnitude higher than the current result in Theorem 4.1.

## 5 Numerical Study

In this section, we show the outperformance of DGFM and DGFM+ via some numerical experiments.

### 5.1 Non-convex SVM with Capped-\( \ell_1 \) Penalty

The first experiment considers the model of penalized Support Vector Machines (SVM). We aim to find a hyperplane to separate data points into two categories. To enhance the robustness of the classifier, we introduce the non-convex and non-smooth regularizers.

**Data:** We evaluate our proposed algorithms using several standard datasets in LIBSVM (Chang and Lin 2011), which are described in Table 1. The feature vectors of all datasets are normalized before optimization.

**Model:** We consider the non-convex penalized SVM with capped-\( \ell_1 \) regularizer (Zhang 2010). The model aims at training a binary classifier \( x \in \mathbb{R}^d \) on the training data \( \{a_i, b_i\}_{i=1}^{m} \), where \( a_i \in \mathbb{R}^d \) and \( b_i \in \{1, -1\} \) are the feature of the \( i \)-th sample and its label, respectively. For DGFM+ and DGFM, the objective function can be written as
\[
\min_{x \in \mathbb{R}^d} f(x) = \frac{1}{m} \sum_{i=1}^{m} f^i(x),
\]
where \( f^i(x) = \frac{1}{n_i} \sum_{j=1}^{n_i} \ell^i(b^i_j (a^i_j)^T x) + \gamma(x) \), \( \ell(x) = \max\{1 - x, 0\} \), \( \gamma(x) = \lambda \sum_{j=1}^{d} \min\{|x_j|, \alpha\} \), \( n = \sum_{i=1}^{m} n_i \) and \( \lambda, \alpha > 0 \). Similar to (Chen, Xu, and Luo 2023), we take \( \lambda = 10^{-5}/n \) and \( \alpha = 2 \).
Network topology: We consider a simple ring-based topology of the communication network. We set the number of worker nodes to $m = 20$. The setting can be found in (Xian et al. 2021).

Performance measures: We measure the performance of the decentralized algorithms by the decrease of the global cost function value $f(\bar{x})$, to which we refer as loss versus zeroth-order gradient calls.

Comparison: We compare the proposed DGFM and DGFM$^+$ with GFM (Lin, Zheng, and Jordan 2022) and GFM$^+$ (Chen, Xu, and Luo 2023). Throughout all the experiments, we set $\delta = 0.001$ and tune the stepsize $\eta$ from $\{0.0005, 0.001, 0.005, 0.01\}$ for all four algorithms and $b'$ from $\{10, 50, 500\}$, $T$ from $\{10, 50, 100\}$ for DGFM$^+$ and GFM$^+$, $T$ from $\{1, 5, 10\}$ for DGFM$^+$, $m = 20$ for two decentralized algorithms. We run all the algorithms with the same number of calls to the zeroth-order oracles. We plot the average of five runs in Figure 1.

In most of the experiments we conducted, our decentralized algorithms significantly outperform their serial counterparts. While DGFM sometimes exhibits slow convergence due to high consensus error, DGFM$^+$ consistently demonstrates more robust performance and often achieves the best results. In larger sample size test cases (SUSY, HIGGS), DGFM$^+$ often demonstrates notably faster convergence than DGFM. These outcomes further corroborate our theoretical analysis of DGFM and DGFM$^+$. Additionally, we note that both DGFM$^+$ and GFM$^+$ have exhibited significantly stable performance, as seen in their smoother convergence curves, while DGFM and GFM show more fluctuation. This observation aligns with the theoretical advantage offered by the variance reduction technique.

5.2 Universal Attack

We consider the black-box adversarial attack on image classification with LeNet (LeCun et al. 1998). Our objective is to discover a universal adversarial perturbation (Moosavi-Dezfooli et al. 2017). When applied to the original image, this perturbation induces misclassification in machine learning models while remaining inconspicuous to human observers. Network topology and Performance measures are the same as in the previous experiment. However, we set $m = 8$ for two decentralized algorithms here.
features, where the dataset number of classes, The problem can be formulated as the following Model:

\[
\text{Data: } C \rightarrow f(X) = \mathbb{E}_{Y \sim D} [\ell(C, Y)],
\]

\[
\text{Minimize } \sum_{i=1}^{m} \left( \frac{1}{|D_i|} \sum_{j=1}^{|D_i|} -\ell(a_i^j + \zeta, b_i^j) \right),
\]

where the dataset \( D_i = \{a_i^j, b_i^j\} \), \( a_i^j \) represents the image features, \( b_i^j \in \mathbb{R}^C \) is the one-hot encoding label, \( C \) is the number of classes, \( |D_i| \) is the cardinality of dataset \( D_i \), \( \kappa \) is the constraint level of the distortion, \( \zeta \) is the perturbation vector and \( \ell(\cdot, \cdot) \) is the cross entropy function. We set \( \kappa = 0.25 \) for Fashion-MNIST and \( \kappa = 0.5 \) for MNIST. Following the setup in the work of (Chen, Xu, and Luo 2023), we iteratively perform an additional projection step for constraint satisfaction.

**Comparison:** We use two pre-trained models with 99.29% accuracy on MNIST and 92.30% accuracy on Fashion-MNIST. For all algorithms, we tune the stepsize from \( \{0.05, 0.1, 0.5, 1\} \) and multiply a decay factor 0.6 if no improvement in 300 iterations. For all experiments, we set the initial perturbation as 0. The results of the average of five runs are shown in Figure 2 and Table 2. On the Fashion-MNIST dataset, DGFM achieves the lowest accuracy after attacking and small variance. For MNIST, DGFM + achieves the lowest accuracy after attacking, but its variance is larger. In general, we can observe that our algorithms perform better than the serial counterparts.
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