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Abstract

In cooperative multi-agent reinforcement learning, decentralized agents hold the promise of overcoming the combinatorial explosion of joint action space and enabling greater scalability. However, they are susceptible to a game-theoretic pathology called relative overgeneralization that shadows the optimal joint action. Although recent value-decomposition algorithms guide decentralized agents by learning a factored global action value function, the representational limitation and the inaccurate sampling of optimal joint actions during the learning process make this problem still. To address this limitation, this paper proposes a novel algorithm called Optimistic Value Instructors (OVI). The main idea behind OVI is to introduce multiple optimistic instructors into the value-decomposition paradigm, which are capable of suggesting potentially optimal joint actions and rectifying the factored global action value function to recover these optimal actions. Specifically, the instructors maintain optimistic value estimations of per-agent local actions and thus eliminate the negative effects caused by other agents’ exploratory or sub-optimal non-cooperation, enabling accurate identification and suggestion of optimal joint actions. Based on the instructors’ suggestions, the paper further presents two instructive constraints to rectify the factored global action value function to recover these optimal joint actions, thus overcoming the RO problem. Experimental evaluation of OVI on various cooperative multi-agent tasks demonstrates its superior performance against multiple baselines, highlighting its effectiveness.

Introduction

Cooperative multi-agent reinforcement learning (MARL) has made significant progress in various real-world multi-agent tasks, including traffic signal control (Wang et al. 2020b), autonomous vehicles (Cao et al. 2012), sensor networks (Zhang and Lesser 2011), and robot swarm (Huang et al. 2020). However, learning effective coordinated policies for agents in these complex multi-agent tasks remains a major challenge. The scalability problem is a significant hurdle as the joint action space grows exponentially with the number of agents. Consequently, a centralized agent fails to address the combinatorial explosion of all agents’ joint action space, while a decentralized agent conditioned on each agent’s local information demonstrates greater scalability in practice (Claus and Boutilier 1998).

Although decentralized agents allow for scalable learning of the joint coordinated policy by combining all agents’ decentralized policies, they are susceptible to a game-theoretic pathology known as relative overgeneralization (RO). This issue hinders agents from selecting the optimal joint actions. RO occurs when a sub-optimal Nash Equilibrium in the joint action space is preferred over an optimal Nash Equilibrium, which is because each agent’s local action in the sub-optimal equilibrium is a better choice when matched with arbitrary actions of other collaborative agents (Wei and Luke 2016). For example, we consider a two-agent cooperative stage game. As depicted in Figure 1, the axes \( \alpha^i \) and \( \alpha^j \) respectively represent actions that agents \( i \) and \( j \) may select, and the axis \( \text{reward} (\alpha^i, \alpha^j) \) denotes the joint reward after selecting the joint action \( (\alpha^i, \alpha^j) \). One can observe that the joint action \( M \) has higher reward than \( N \). However, when agent \( j \) selects its action uniformly, the sub-optimal local action \( i_N \) has better average local value estimation than the optimal ones \( i_M \) and thus agent \( i \) tends to select action \( i_N \), leading to a sub-optimal joint action.

The RO problem primarily stems from the limited information available to decentralized agents, as their decentralized value estimations of local coordinated actions may be biased by other agents’ exploratory or sub-optimal non-cooperative action selections. One promising approach to al-
leviate it is to incorporate a centralized controller to guide the policy learning of multiple decentralized agents, referred to as the centralized training with decentralized execution (CTDE) paradigm. In this framework, value-decomposition algorithms (Sunehag et al. 2017; Rashid et al. 2020b; Son et al. 2019; Wang et al. 2020a) directly approximate the true joint action value function using factored versions that comprise all agents’ decentralized utility functions. In addition, to ensure consistency between optimal local actions and the optimal joint actions derived from the factored global action value function, the Individual-Global-Max (IGM) principle (Son et al. 2019) is introduced. The underlying intuition is that if the true joint action value function is approximated accurately by the factored versions, the optimal joint actions can be identified by the factored ones and derived by local greedy operations on all agents’ utility functions. However, value-decomposition algorithms often struggle to accurately identify the optimal joint actions and still suffer from the RO problem, which arises from either representational limitations or inaccurate sampling of optimal joint actions during the learning process.

To overcome above limitations, in this paper, we propose a novel algorithm called Optimistic Value Instructors (OVI). The algorithm introduces multiple optimistic instructors to suggest potentially optimal joint actions and further presents two types of instructive constraints to rectify the learned factored global action value function. Specifically, we implement a per-agent optimistic instructor by learning an optimistic instructive value function for each agent. This value function effectively eliminates the negative effects caused by other agents’ exploratory or sub-optimal non-cooperative action selections. Consequently, it enables the instructors to identify and suggest local coordinated actions for agents. Furthermore, based on the suggestions provided by instructors, we emphasize the importance of optimal joint actions when updating the factored global action value function for algorithms with representational limitations. For algorithms that achieve complete IGM expressiveness, we encourage agents to imitate their counterpart instructors. This imitation accelerates the learning of optimal joint policy.

We incorporate our algorithm into two state-of-the-art value-decomposition algorithms, QMIX and QPLEX. We then evaluate the performance of our algorithm by comparing it against multiple baselines in a variety of cooperative multi-agent tasks, which include matrix game, predator and prey, and StarCraft Multi-Agent Challenge (Samvelyan et al. 2019). The experimental results demonstrate that our proposed algorithm, OVI, successfully overcomes the RO problem and achieves significant coordination among agents to solve these tasks. In contrast, the baselines struggle in the sub-optimal policies and show poor performance.

**Related Work**

In this section, we present a review of value-based MARL algorithms that aim to address the RO problem. We divide them into two major categories: independent learners, which focus on decentralized value estimations of agents’ local actions, and value-decomposition learners, which concentrate on approximating the true joint action value function.

The canonical independent learner used to solve cooperative multi-agent tasks is decentralized Q-learning (Tan 1993). This algorithm learns average-based value functions for decentralized agents and thus is easy to be biased by other agents’ non-cooperative actions, which leads to the RO problem. To overcome this limitation, distributed Q-learning (Lauer and Riedmiller 2000) employs a maximum-based (optimistic) decentralized value function, where each agent assumes that other agents always select their coordinated actions. This encourages agents to identify and execute their local coordinated actions, thus alleviating the RO problem. However, being highly optimistic makes distributed Q-learning vulnerable to stochasticity. Hysteretic Q-learning (Matignon, Laurent, and Le Fort-Piat 2007) avoids high optimism by utilizing two different learning rates to update value functions with positive and negative temporal-difference errors respectively. And lenient learner (Panait, Sullivan, and Luke 2006; Wei and Luke 2016) gradually shifts from maximum-based value estimations to average-based value estimations by employing decreasing lenience. Although these independent learner algorithms effectively coordinate decentralized agents using maximum-based and average-based value estimations in fully observable markov games (where agents have access to the states), achieving satisfactory performance in practice is a non-trivial task due to the limited information available to agents in partially observable tasks (Palmer, Savani, and Tuyls 2018).

In contrast to independent learners, value-decomposition learners employ a centralized controller to guide the policy learning of multiple decentralized agents. Specifically, value-decomposition algorithms learn a factored global action value function that is comprised by all agents’ decentralized utility functions. Furthermore, this factorization must adhere to the IGM principle (Son et al. 2019), which enables a tractable greedy search over the factored global action value function through local greedy action selections over the decentralized utility functions. If the factored global action value function accurately approximates the true joint action values, the optimal joint actions can be identified and thus the RO problem is solved. However, the representational capacity of the factored global action value function is limited by the monotonic constraint present in VDN (Sunehag et al. 2017) and QMIX (Rashid et al. 2020b), which results in an ongoing challenge in addressing the RO problem. This limitation can be addressed by works falling into two categories: WQ MIX (Rashid et al. 2020a), which places more weights on the optimal joint actions to recover correct value functions for them, and QTRAN (Son et al. 2019) and QPLEX (Wang et al. 2020a), which introduce additional terms to correct the discrepancy between the learned factored global action value functions and the true joint ones, thereby achieving complete expressiveness of IGM-class value functions. These algorithms heavily depend on precise identification of optimal joint actions during the learning process; however, practical outcomes often reveal failures in this regard, leading to poor performance (Gupta et al. 2021). In such scenario, the RO problem persists due to the inaccurate approximation of true joint action value functions.

In this work, we introduce multiple optimistic instructors
to identify and suggest potentially optimal joint actions for value-decomposition learners. These suggestions are then utilized to rectify the learned factored global action value function, which helps to overcome the RO challenge. Thus, our work complements existing value-decomposition algorithms by enhancing their performance through the accurate identification of potentially optimal joint actions and the rectification of the global action value function to recover them.

Preliminary

In this section, we first formalize the tasks in our work. Then, we give an introduction to optimistic value estimation and several value-decomposition algorithms.

Dec-POMDP. A fully cooperative multi-agent task where agents make decisions in a decentralized manner is usually modeled as a Decentralized Partially Observable Markov Decision Process (Dec-POMDP). Dec-POMDP is represented by a tuple \(< N, S, \mathcal{A}, R, P, Z, O, \gamma >\), where \(N = \{1, 2, \ldots, n\}\) denotes the agent set and \(S\) is the state space. \(\mathcal{A} = \{A_1 \times A_2 \times \ldots \times A_n\}\) represents the joint action space of all agents, and \(A_i\) is the local action space of agent \(i \in N\). At each time step \(t\), each agent \(i\) receives its local observation \(o_i^t \in Z_i \in Z\) according to its observation function \(O_i(o_i^t|s_i^t) \in O\) and selects its local action \(a_i^t \in A_i\). After all agents select actions, the environment transits to the next state \(s_{t+1}\) according to the state transition function \(P(s_{t+1}|s_t, a_t)\) and provides all agents with the same reward \(r_i\) according to the reward function \(R(s_t, a_t)\), where \(a_t = (a_1^t, a_2^t, \ldots, a_n^t)\) denotes the joint action of all agents. And \(\gamma\) is a discount factor. To overcome the partially observable challenge, each agent \(i\) conditions its decentralized policy \(\pi_i(a_i^t|s_i^t)\) on the local action-observation history \(s_i^t = (o_1^t, o_2^t, o_1^t, \ldots, o_i^t)\). The goal of all agents is to learn the optimal joint policy \(\pi^* = \{\pi^1, \pi^2, \ldots, \pi^n\}\) that maximizes the cumulative discounted rewards \(E_{\pi^*}[\sum_{t=0}^{\infty} \gamma^t r_t]\).

Optimistic Value Estimation. Each agent \(i\) is provided with a decentralized intrinsic value function \(Q_i(s, a, i)\), which can be regarded as a projection of the true joint action value function \(Q^J(s, a^i, a^{-i})\), where \(a^{-i}\) represents the joint action of other agents \(-i\) except agent \(i\). Specifically, the average-based projection is defined as follows:

\[
Q_i^J(s, a^i, a^{-i}) = \sum_{a^{-i}} \pi^{-i}(a^{-i}|s)Q^J_{i, \pi}(s, a^i, a^{-i}).
\]

Here, \(\pi^{-i}\) represents the joint policy of other agents \(-i\), and \(Q^J_{i, \pi}\) denotes the joint value function of a given joint policy \(\pi = \{\pi^i, \pi^{-i}\}\). It is obvious that the average-based projection is easily affected by other agents’ non-cooperative actions and suffers from the RO problem. In contrast, the optimistic (maximum-based) projection is defined as follows:

\[
Q_i^{opt}(s, a^i, a^{-i}) = \max_{a^{-i}} Q_i^{J,*}(s, a^i, a^{-i}),
\]

where \(Q_i^{J,*}\) denotes the joint value function of an optimal joint policy \(\pi^*\). For each agent \(i\), this projection implicitly assumes that other agents \(-i\) always select their coordinated actions and thus eliminates the negative effects caused by other agents’ non-cooperation. As a result, the optimistic instructive value functions can encourage agents to select their local coordinated actions, leading to the optimal joint policy.

Value Decomposition Algorithms. Value-decomposition algorithms aim to learn a factored global action value function, denoted as \(Q^G\), that can be factored into all agents’ decentralized utility function \(Q^i\). The IGM principle is introduced to ensure the optimal consistency between these two value functions, which is defined as follows:

\[
\arg\max_a Q^G(s, a) = \left(\frac{\arg\max_{a_1} Q^1(\tau^1, a^1)}{\arg\max_{a_2} Q^2(\tau^2, a^2)}, \ldots, \frac{\arg\max_{a_n} Q^n(\tau^n, a^n)}{Q^G(s, a)}\right),
\]

where \(\tau\) denotes the joint action-observation histories of all agents and \(a\) is the joint action. Specifically, QMIX adheres to this principle by applying the monotonicity constraint:

\[
\frac{\partial Q^G(s, a)}{\partial Q^i(\tau^i, a^i)} \geq 0, \forall i \in N,
\]

and achieves it by introducing a mixing network \(g\) to calculate the global value function: \(Q^G = g(Q^1, Q^2, \ldots, Q^n)\). The parameters of \(g\) are generated by hyper-networks conditioned on the states, and the weights of \(g\) are restricted to be positive to satisfy the monotonicity constraint.

However, the monotonicity constraint is only a sufficient condition for the IGM principle, thus limiting the representational capacity of the factored global action value function. To address this limitation, QPLEX proposes the Advantage-based IGM principle. This principle identifies the necessary condition of the IGM principle and achieves complete expressiveness of the IGM-class factored global action value function by utilizing a duplex dueling architecture.

Methodology

In this section, we provide a comprehensive introduction to our proposed algorithm, Optimistic Value Instructors (OVI). We begin by presenting the motivation behind our algorithm and then delve into the process of learning the optimistic instructive value function for each agent. Additionally, we introduce two instructive constraints aimed at rectifying the learned factored global action value function within the value-decomposition learner. Finally, we summarize the overall learning procedure of our algorithm.

Motivation

Our algorithm is built on the paradigm of value decomposition, which learns multiple utility functions \(Q_i^J(\tau^i, a^i)\) for decentralized agents and composes a factored global action value function \(Q^G(\tau, a)\). Each agent \(i\)’s utility function is conditioned on its local action-observation history \(\tau^i\) and local action \(a^i\), which allows for decentralized action selection. The factored global action value function is accessible to the global information (i.e., all agents’ joint action-observation histories \(\tau\) and joint actions \(a\)), which enables efficient coordination among agents.

Moreover, the IGM principle is employed to ensure the consistency of optimal action selections between \(Q^G\) and \(Q^i\), which also enables a tractable search for optimal joint actions. We use \(f\) to represent all aggregation functions that adhere to the IGM principle and define \(Q^G\) as follows:

\[
Q^G(\tau, a) = f(Q^1, Q^2, \ldots, Q^n(\tau^n, a^n)).
\]
As mentioned earlier, the representational limitations or inaccurate sampling of the optimal joint actions during the learning process may hinder the learned factored global action value function from accurately approximating the true ones, leading to the RO problem. One promising approach is to assign greater importance to superior joint actions (i.e., accurately identify the optimal joint actions and approximate their value functions). However, directly searching for the optimal joint actions in the joint action space is intractable, and inaccurate sampling can result in sample inefficiency.

To overcome this limitation, we introduce multiple instructors that utilize the optimistic value estimations to customize instructive value functions for agents. The per-agent instructive value function estimates the local action values for each agent based on the optimistic assumption that other agents will always cooperate. Consequently, this function can be used to identify and suggest local cooperative actions that have optimal values for each agent. Based on the suggested optimal joint actions, we rectify the factored global action value function to approximate the true values of these optimal joint actions, thus accurately recovering them.

**Optimistic Instructors**

For each agent $i$, we aim to introduce an instructor capable of disregarding other agents’ non-cooperation and accurately identifying the agent’s local optimal action. We achieve this by learning an optimistic instructive value function $Q_{jt}^{\text{opt}}(s, a^i)$, which is conditioned on the state $s$ and the agent’s local action $a^i$. The optimistic instructive value function can be updated using a special Q-learning rule, which updates the value $Q_{jt}^{\text{opt}}(s, a^i)$ only when an increase occurs. Specifically, we define this update as follows:

$$Q_{jt}^{\text{opt}}(s_t, a_{t}^i) \leftarrow \begin{cases} Q_{jt}^{\text{opt}}(s_t, a_{t}^i) + \delta_t^i & \text{if } \delta_t^i \geq 0, \\ Q_{jt}^{\text{opt}}(s_t, a_{t}^i) & \text{else} \end{cases},$$

where $\delta_t^i$ denotes the temporal difference error (TD-error). It is defined as:

$$\delta_t^i = r_t + \gamma \max_{a_{t+1}} Q_{jt}^j(s_{t+1}, a_{t+1}) - Q_{jt}^{\text{opt}}(s_t, a_{t}^i).$$

Here, $Q_{jt}^j(s, a)$ denotes an extra joint action value function conditioned on the state $s$ and all agents’ joint action $a = (a^i, a^{i-1})$. And we update it with standard Q-learning rule:

$$Q_{jt}^j(s_t, a_t) \leftarrow (1 - \alpha)Q_{jt}^j(s_t, a_t) + \alpha \left( r_t + \gamma \max_{a_{t+1}} Q_{jt}^j(s_{t+1}, a_{t+1}) \right),$$

where $\alpha$ denotes the learning rate.

In the optimistic update above, we separately learn a joint action value function and utilize it to calculate the learning target of the instructive value function. This setting is different from classic Distributed Q-learning, which solely relies on each agent’s decentralized value function for the entire optimistic update process. In scenarios where multiple agents strongly influence each other, a fully decentralized value update may lead to instability and poor convergence.

In contrast, we decompose the optimistic update into two distinct sub-processes. The first is that we learn a separate joint action value function that has access to the global information, which is capable of shaping stable learning targets for the instructive value functions of multiple agents. The second is that each agent’s instructive value function acts like a supervised learner throughout the learning process, where it is disentangled from the traditional bootstrapping learning target calculation and strives to regress the target determined by the stable joint action value function. By implementing these two sub-processes, we ensure the stable updating of all agents’ instructive value function.

**Practical Implementations.** However, there are still two issues in above process. One is the intractable greedy action search with respect to the joint action value function $Q_{jt}^j$. In Equations (2) and (3), the max operation over the large joint action space is intractable in practice. To overcome this limitation, we use the factored global action value function $Q_{jt}^\text{total}$ learned by vanilla value-decomposition learners to approximately sample the optimal joint action at next time step, which can be tractably achieved by local greedy searches over the utility functions of individual agents.

The other is the excessive utilization of samples with positive TD-errors. When we use a neural network as the instructive value function approximation, samples with pos-
itive TD-errors may result from the neural network rather than the true reward. Before the neural network is well fitted, such inaccurate samples may be generated frequently and interfere with each agent’s instructive value function learning.

Therefore, we also use samples with negative TD-errors to complement the optimistic instructive value functions. Specifically, we employ a complement factor $\beta < 1$ to control the degree of optimism. Thus, we redefine the optimistic update rule as follows:

$$Q_{t}^{i\text{opt}}(s_t, a_t^i) \leftarrow \begin{cases} Q_{t}^{i\text{opt}}(s_t, a_t^i) + \delta_t^i & \text{if } \delta_t^i \geq 0 \\ Q_{t}^{i\text{opt}}(s_t, a_t^i) + \beta \delta_t^i & \text{else,} \end{cases}$$

(4)

where $\delta_t^i$ can be calculated as follows:

$$\delta_t^i = r_t + \gamma Q^J(s_{t+1}, \hat{a}_{t+1}) - Q_{t}^{i\text{opt}}(s_t, a_t^i),$$

$$\hat{a}_{t+1} = \arg\max_{a_{t+1}} Q^\text{total}(\tau_{t+1}, a_{t+1}).$$

(5)

Similarly, the joint action value function $Q^J$ is updated as follows:

$$Q^J(s_t, a_t) \leftarrow (1 - \alpha)Q^J(s_t, a_t) + \alpha(r_t + \gamma Q^J(s_{t+1}, \hat{a}_{t+1})).$$

(6)

$$\hat{a}_{t+1} = \arg\max_{a_{t+1}} Q^\text{total}(\tau_{t+1}, a_{t+1}).$$

Instructive Constraints
Based on the learned optimistic instructive value function, we present an instructive policy for each agent $i$, which is defined as follows:

$$\pi^i_a(s|a) = \frac{\exp(Q_{t}^{i\text{opt}}(s, a)))}{\sum_{a'} \exp(Q_{t}^{i\text{opt}}(s, a'))}, \forall a' \in A^i.$$  

(7)

Note that although the instructive value function of each agent and the corresponding instructive policy promise to identify the optimal local actions for the agent, directly accessing the state $s$ violates the decentralized execution when agents are located in partially observable multi-agent tasks. In addition, the value-decomposition learner often suffers from representational limitations or inaccurate sampling of optimal joint actions during the learning process, preventing it from accurately approximating the true joint action value function and leading to the RO problem. Therefore, we intend to use the instructive policies of all agents to assist the value-decomposition learner during centralized learning. For this purpose, we propose two instructive constraints to rectify the factored global action value function in the value-decomposition learner, aiding in the accurate recovery of the optimal joint actions.

Global Instructive Constraint. Specifically, for value-decomposition learners that inherently suffer from representational limitations, we introduce the global instructive constraint to guide the global value function learning as follows:

$$L_g = \min \sum_{k=1}^{b} \omega(s_t, a_t)(Q^\text{total}(\tau_t, a_t) - y_k)^2,$$

(8)

$$\omega(s_t, a_t) = \begin{cases} 1 & \text{if } a_t = \hat{a}_t \text{ or } y_k > Q^J(s_t, \hat{a}_t) \\ \lambda & \text{else,} \end{cases}$$

where $y_k = r_t + \gamma Q^J(s_{t+1}, \arg\max_{a_{t+1}} Q^\text{total}(\tau_{t+1}, a_{t+1}))$ and $\lambda$ denotes batches sampled from the replay buffer. $\lambda$ is the correcting weight. In addition, $\hat{a}_t = (\hat{a}_1^1, \hat{a}_2^2, \ldots, \hat{a}_n^n)$ denotes the suggested optimal joint actions by all agents’ instructive policies, where $\hat{a}_i^i = \text{greedy}_{a^i \in A^i} \pi^i_a(s)|s_t).$

Intuitively, the global instructive constraint encourages the learned factored global action value function to place more weights on samples with suggested optimal joint actions or potentially better joint actions (indicated by $y_k > Q^J(s_t, \hat{a}_t)$). With this biased value function learning, the global action value function can precisely approximate the values of these optimal joint actions, enabling agents to recover them using decentralized utility functions. This constraint shares similarities with Centrally-Weighted QMIX (CW-QMIX). However, the key difference is that the optimistic instructors accurately suggest optimal joint actions rather than approximate sampling, thereby accelerating the learning of optimal joint policies.

Local Instructive Constraint. Although some recent value-decomposition learners address the issue of representation limitations by implementing necessary conditions of the IGM principle, they usually perform poorly due to the inaccurate sampling of optimal joint actions during the learning process. To assist them, we propose the local instructive constraint that guides each agent with their respective instructive policies:

$$L_l = \min \sum_{i \in N} D_{KL} (\pi^i(s)|s))^\text{total}(\tau_{t+1}, a_{t+1})),$$

(9)

where $\pi^i(s|s)$ is a Boltzmann policy with respect to each agent’s decentralized utility function defined as:

$$\pi^i(a|s) = \frac{\exp(Q^J(a|s))}{\sum_{a'} \exp(Q^J(a'|s))}, \forall a' \in A^i.$$  

(10)

The intuition behind this constraint is that each agent’s instructive policy is capable of identifying optimal local action and we make each agent’s decentralized policy with respect to the utility function imitate it, which encourages agents to select their optimal local actions. As a result, the value-decomposition learner can accurately approximate the values of optimal joint actions based on the full expressiveness of the IGM principle and enable a tractable search for the optimal joint actions through agents’ decentralized selections.

Overall Learning Procedure
As shown in Figure 2, our algorithm consists of four components, an aggregation function $f$ that generates the factored global action-value function $Q^\text{total}$, each agent’s utility function $Q^i$, the joint action-value function $Q^J$, and each agent’s instructive value function $Q^i_{t\text{opt}}$. All modules are implemented by neural networks and shared among agents to facilitate efficient policy learning. For value decomposition learners that suffer from representational limitations, we define the learning objective of OVI as follows:

$$L = L_{TD} + L_g + L_{opt}.$$  

(11)

For value-decomposition learners that achieve full expressiveness of the IGM principle, we employ the learning objective below:

$$L = L_{TD} + L_{opt}.$$  

(12)
In Equations (11) and (12), \( L_{TD} \) and \( L_{TD}^t \) respectively denote the update losses of the factored global action value function and the separately learned joint ones, given by:

\[
L_{TD} = \sum_{k=1}^{b} (Q^{total}(r_t, a_t) - y_k)^2,
\]

\[
L_{TD}^t = \sum_{k=1}^{b} (Q^t(s_t, a_t) - y_k)^2,
\]

where \( y_k = r_t + \gamma Q^{(s_{t+1}, \text{argmax}_{a_t} Q^{total}(r_{t+1}, a_{t+1}))} \) is the learning target and \( b \) are sampled batches. \( L_2 \) and \( L_1 \) denote the global and local instructive constraints, defined by Equations (8) and (9). \( L_{opt} \) represents the loss of each agent’s optimistic instructive value function defined by:

\[
L_{opt} = \sum_{k=1}^{b} \sum_{v \in \mathcal{V}} w^{v} \delta^{v, 2}, \quad w^{v} = 1 \text{ if } \delta^{v} \geq 0 \text{ else } \beta,
\]

where \( \delta^{v} \) is defined by Equation (5). In addition, we utilize target networks to enable stability. More details of our algorithm can be found in Appendix A.

**Experiment**

In this section, we incorporate OVI into QMIX and QPLEX, and compare our algorithms (QMIX-OVI and QPLEX-OVI) with state-of-the-art baselines: CW-QMIX (Rashid et al. 2020a), OW-QMIX (Rashid et al. 2020a), QPLEX (Wang et al. 2020a), QTRAN (Son et al. 2019) and MAVEN (Mahajan et al. 2019). For fair evaluation, all experimental results are illustrated with the median performance and the standard error over five random seeds. More details about algorithmic implementations and experimental settings are provided in Appendix B.

**Matrix Game**

We begin by evaluating all algorithms on a matrix game shown in Table 1a, where two agents must perform the optimal joint action \((a^1, a^3)\) to receive the best reward. However, the sub-optimal joint actions \((a^1, a^2)\) and \((a^3, a^3)\) make decentralized agents prefer to select their local actions \(a^2\) or \(a^3\) when other agents select actions uniformly during learning, which leads to the RO problem.

Figure 3 shows the comparison with baselines in the matrix game. We can observe that QMIX fails to select the optimal joint action and struggles in sub-optimal ones, leading to a reward of 6. QPLEX and MAVEN occasionally make it and thus suffer from large variance of received rewards.

In contrast, our algorithms QMIX-OVI, QPLEX-OVI succeed in suggesting and selecting the optimal joint action, which demonstrates superior performance than other baselines (CW-QMIX, OW-QMIX, QTRAN).

Also, we analyze the value functions learned by our algorithms. As shown in Table 1b and 1c, each agent’s instructive value estimations of its local actions (i.e., 8.00 for \(a^1\) in QMIX-OVI and 7.99 for \(a^1\) in QPLEX-OVI) adhere to the optimistic property, which equal to the highest cooperative rewards. Based on these optimistic instructors, the factored global action-value function is rectified to accurately approximate the optimal joint actions’ values (i.e., 8.12 for joint action \((a^1, a^1)\) in QMIX-OVI and 7.96 in QPLEX-OVI), which leads to the optimal joint action selection.

**Predator and Prey**

To further evaluate the effectiveness of OVI in addressing the RO problem, we conduct experiments in the predator and prey, a partially-observable task involving 8 predators and 8 preys. A negative reward –2 is emitted when a single predator tries to capture a prey alone and +10 is received when two predators cooperate to capture a prey.

As shown in Figure 4, QMIX, QPLEX and MAVEN all fail to learn effective policies to capture the preys. Although QTRAN benefits from the complete IGM expressiveness, its poor performance and high variance suggest difficulties in approximating the true joint action value function. Compared with CW-QMIX and OW-QMIX, the optimistic in-

---

**Table 1:** The payoff matrix and the value functions (payoffs) learned by QMIX-OVI and QPLEX-OVI.

<table>
<thead>
<tr>
<th>a^1</th>
<th>a^2</th>
<th>a^3</th>
<th>a^1</th>
<th>a^2</th>
<th>a^3</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>-12</td>
<td>-12</td>
<td>8</td>
<td>-11</td>
<td>-11</td>
</tr>
<tr>
<td>a^2</td>
<td>-12</td>
<td>6</td>
<td>0</td>
<td>-11</td>
<td>-11</td>
</tr>
<tr>
<td>a^3</td>
<td>-12</td>
<td>0</td>
<td>6</td>
<td>-11</td>
<td>-11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>a^1(8.00)</th>
<th>a^2(1.99)</th>
<th>a^3(2.30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.12</td>
<td>-11</td>
<td>-11</td>
</tr>
<tr>
<td>a^2(1.93)</td>
<td>-11</td>
<td>-11</td>
</tr>
<tr>
<td>a^3(2.28)</td>
<td>-11</td>
<td>-11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>a^1(7.99)</th>
<th>a^2(2.86)</th>
<th>a^3(0.41)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.96</td>
<td>-13</td>
<td>-18</td>
</tr>
<tr>
<td>a^2(2.87)</td>
<td>-17</td>
<td>-21</td>
</tr>
<tr>
<td>a^3(0.44)</td>
<td>-18</td>
<td>-22</td>
</tr>
</tbody>
</table>
Fig. 5: Comparison results on six maps in the StarCraft Multi-Agent Challenge.

StarCraft Multi-Agent Challenge
To further demonstrate the scalability of OVI in more complex domains, we evaluate it using the StarCraft Multi-Agent Challenge (SMAC) benchmark. Our evaluation focuses on six maps, namely 3s5z, 3s_vs_4z, 3s_vs_5z, 5m_vs_6m, 8m_vs_9m, and 10m_vs_11m, which serve as our testbeds.

Figure 5 shows the performance of all algorithms on these selected maps. One can observe that our algorithm QMIX-OVI significantly outperforms the counterparts (CW-QMIX and OW-QMIX) and quickly learns cooperative policy to achieve high testing win rates on all maps. CW-QMIX and OW-QMIX also employ the optimistic belief to identify potentially optimal joint actions. However, they directly search on the large joint action space by validating whether the TD-errors of sampled joint actions are positive or not. Compared to our proposed optimistic instructors, the inaccurate search over the joint action space may lead to sample inefficiency. As a result, CW-QMIX and OW-QMIX suffer from slow learning speed and achieve low testing win rates. QPLEX-OVI achieves significant improvement in convergence performance on 3s_vs_4z, 3s_vs_5z and 10m_vs_11m compared to its backbone QPLEX, which may be attributed to the frequent optimal joint action selections caused by local instructive constraint. However, QPLEX-OVI achieves similar performance to QPLEX on other maps. We hypothesize that QPLEX is capable of identifying the optimal policies due to its complete IGM expressiveness achieved by the duplex dueling architecture on these maps, and thus the benefit brought by OVI is not obvious. In addition, QTRAN and MAVEN perform worst and fail to defeat enemies.

Ablation Studies
To examine the impact of factor $\beta$ on OVI’s performance, we set $\beta$ to 0.01, 0.1, 0.3, 0.5 and 0.7 for QMIX-OVI and QPLEX-OVI, which are used as multiple baselines. The experimental results, as presented in Appendix C, demonstrate that OVI with small $\beta$ achieves superior performance. As $\beta$ approaches 1, the optimistic instructive value update decreases, transitioning to average-based updates. This change leads to the RO problem and thus degrades the performance.

Conclusion
Decentralized agents learned by value-decomposition algorithms suffer from the RO problem due to the representational limitations or the inaccurate sampling of optimal joint actions during learning. This paper introduces multiple optimistic instructors to accurately suggest optimal joint actions and rectifies the factored global action value function to recover these optimal actions, thus addressing this problem.

Limitations and Future Work. When agents’ joint action space is extremely large in complex multi-agent tasks, separately learning the joint action value function may lead to sample inefficiency. This issue may be alleviated by employing the game abstraction technique to simplify the task or introducing prior knowledge to accelerate each agent’s policy learning. In addition, we also aim to incorporate the optimistic instructors into policy gradient paradigm to help improve the performance. We leave them as our future work.
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