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Abstract
Neural predictors have shown great potential in the evaluation process of neural architecture search (NAS). However, current predictor-based approaches overlook the fact that training a predictor necessitates a considerable number of trained neural networks as the labeled training set, which is costly to obtain. Therefore, the critical issue in utilizing predictors for NAS is to train a high-performance predictor using as few trained neural networks as possible. Although some methods attempt to address this problem through unsupervised learning, they often result in inaccurate predictions. We argue that the unsupervised tasks intended for the common graph data are too challenging for neural networks, causing unsupervised training to be susceptible to performance crashes in NAS. To address this issue, we propose a Curriculum-guided Contrastive Learning framework for neural Predictor (DCLP). Our method simplifies the contrastive task by designing a novel curriculum to enhance the stability of unlabeled training data distribution during contrastive training. Specifically, we propose a scheduler that ranks the training data according to the contrastive difficulty of each data and then inputs them to the contrastive learner in order. This approach concentrates the training data distribution and makes contrastive training more efficient. By using our method, the contrastive learner incrementally learns feature representations via unsupervised data on a smooth learning curve, avoiding performance crashes that may occur with excessively variable training data distributions. We experimentally demonstrate that DCLP has high accuracy and efficiency compared with existing predictors, and shows promising potential to discover superior architectures in various search spaces when combined with search strategies. Our code is available at: https://github.com/Zhengsh123/DCLP.

1 Introduction
To reduce the design cost of Deep Neural Networks (DNNs), NAS has emerged as a promising technique to automatically design neural networks for specific tasks (Zoph and Le 2017; Qin et al. 2022). NAS has been widely adopted for various tasks such as image classification (Li et al. 2023) and semantic segmentation (Zhang et al. 2021). In typical NAS, searched architectures are evaluated to guide search (He and Zhao 2021). However, the estimation is often expensive as it usually requires training DNNs from scratch to assess their performance. For instance, NASNet (Zoph et al. 2018) needs around 40K GPU hours for estimation on CIFAR-10, making it unaffordable for many applications. Hence, predictor-based NAS (Ning et al. 2020) has gained popularity due to its close-to-zero estimation costs and satisfactory results.

For predictor-based NAS, a key challenge is the requirement for trained neural networks to train the predictor. Training a neural network to converge may take several days, and then obtaining a substantial amount of training data is costly. Two solutions have been proposed to overcome this challenge. The first is to optimize the predictor to better utilize limited labeled data (Chen et al. 2021b), while the second is to optimize the training method by incorporating unsupervised learning to utilize unlabeled data obtained at a low cost (Tang et al. 2020). However, optimizing the predictor disregards the upper limit to the predictive ability learned from limited labeled data. Then, they still require a great number of training data (Ning et al. 2020). On the other hand, although the introduction of unsupervised learning reduces the need for labeled data, it does not enable predictors to achieve desired performance (Jing and Xu 2022).

Unsupervised neural predictors fail because the pretext tasks designed for regular graph data are too complex for neural networks (Jing and Xu 2022). For example, contrastive learning, a popular unsupervised approach, requires the model to differentiate data similarity and provide similar embeddings for similar data (He et al. 2020). However, determining the similarity between neural networks is challenging even for experienced experts. Moreover, randomly selecting samples in vanilla contrastive learning creates excessive data distribution differences during training, which further complicates the learning process. Therefore, employing unsupervised learning meant for other data to neural predictors results in poor performance (Tang et al. 2020).

To simplify the contrastive task for better adaptation to neural predictors, the issue of high variability in the distributions of randomly selected positive data for contrastive training, which may hinder the learning process for weak learners, must be addressed. This variability in data distribution arises from differences in the difficulty of positive samples during contrastive training. Specifically, when positive data are more similar to each other, the learner can classify...
our goal is to construct a training method with relatively stable data difficulty variation, allowing the contrastive learner to converge more consistently. To achieve this, inspired by curriculum learning (Bengio et al. 2009), we incorporate human knowledge to design a smooth learning curve, which enables the encoder to learn efficiently from unlabeled data. We propose a curriculum-guided contrastive learning method for neural predictors called DCLP as shown in Figure 1.

In DCLP, a novel metric is developed to measure the difficulty of positive data based on the distance between positive and original graphs. Next, a scheduler is employed to control the training order of data, prioritizing difficulty as the criterion as shown in the middle part of Figure 1. As training progresses, the scheduler gradually selects more difficult data, enabling the encoder to learn from harder data. However, unlike vanilla curriculum where data is learned from easy to hard, in DCLP, there are intervals of decreasing difficulty within the overall increasing trend. The decreasing intervals are arranged because as the data difficulty increases, the noise increases, and the model may overfit the noise, leading to poor performance. The uninterrupted use of simple data corrects the bias caused by noise to make the training more efficient. The scheduler infuses human knowledge into training, leading to efficient convergence of contrastive encoders, minimizing the empirical risk of training, and improving generalization ability (Wang et al. 2021).

The key insight of DCLP is the difficulty of training varies across data, and mixing multiple difficulties in the same training round exacerbates the learning difficulty. Thus, the stepwise curriculum aims to improve the performance of predictors by creating a smooth training schedule.

After contrastive training, we use limited labeled data for fine-tuning. However, the typical regression loss is too stringent for NAS, which only requires the accurate predicted ranking (Wang et al. 2021). Then, we propose using ranking as the optimization target. Combining DCLP with various search strategies for NAS, our pre-training method employs designed learning curves to enhance contrastive tasks, enabling smooth extraction of valuable information from unlabeled data for prediction. Additionally, we demonstrate the good generalization ability of DCLP to improve NAS performance while reducing consumption under multiple search strategies. Our contributions are summarized as follows:

- We utilize contrastive learning in neural predictors to leverage unlabeled data. This approach reduces the requirement for labeled training data of the predictor and improves its generalization ability.
- We propose a novel curriculum method to guide the contrastive task, which makes the predictor converge faster and perform better in NAS.
- We conduct comprehensive experiments, showing that DCLP outperforms the popular predictors on various benchmarks and search spaces that can be used in actual scenarios.

2 Related Work

Neural Architecture Search (NAS). For NAS, the focus is primarily on search methods such as reinforcement learning (Zoph and Le 2017), evolutionary search (Huang et al. 2022), and random search (Yang and Esperança 2020). However, a challenge is the costly evaluation. Although the one-shot method utilizes super-networks to address the issue, it remains expensive (Liu, Simonyan, and Yang 2019). Our focus is on the neural predictor, an efficient method that utilizes predictive models to decrease estimation costs.

Architecture Performance Predictors. The predictor is a method for reducing the evaluation cost by directly estimating neural networks. PNAS (Cai, Zhu, and Han 2019) introduces LSTM-based predictors. Other methods include random forests (Liu, Tang, and Sun 2021) and GNNs (Jing and
Tian 2020). However, they only use labeled data, while using unlabeled data can reduce the cost of getting data. For instance, Semi-Supervised Assessor (Tang et al. 2020) utilizes both labeled and unlabeled data, but the prediction is not ideal. Instead, DCLP makes unsupervised training more stable through curriculums. GMAE (Jing and Xu 2022) uses reconstruction as the pretext task. The difference is that DCLP uses contrastive training, achieving better results efficiently. Specifically, CTNAS (Chen et al. 2021a) predicts the relationship between two neural networks. Although it uses contrastive learning and curriculum, it differs greatly from DCLP. While contrastive learning in DCLP is unsupervised, CTNAS refers to its supervised training as contrastive. Additionally, CTNAS uses the curriculum to update results, whereas our curriculum schedules stable training. Thus, there are fundamental differences between CTNAS and DCLP. More details are available in Appendix G.

Contrastive Learning. Contrastive learning is an unsupervised method that has achieved success in various domains such as CV (He et al. 2020) and NLP (Devlin et al. 2019). It aims to train encoders to obtain embeddings for data by minimizing the distance between positive items (similar data) while maximizing the distance between negative data.

Curriculum Learning. Curriculum learning is a training method that orders data to simulate human learning (Bengio et al. 2009), and it has been shown to enhance generalization ability in various domains, such as CV (Pentina, Sharman-ska, and Lampert 2015) and NLP (Plataniotis et al. 2019). In this study, we integrate it into neural predictors and combine it with contrastive learning to leverage its benefits.

3 Methodology
In this section, we present DCLP, a contrastive neural predictor with curriculum guidance. Figure 1 provides an overview of DCLP, including the contrastive learning in Sec. 3.1, and the curriculum used for training in Sec. 3.2. Additionally, we discuss fine-tuning in Sec. 3.3, and its potential use for NAS in Sec. 3.4.

Before delving into the specifics, it is necessary to define the search space. We use cells as the search unit in line with most NAS works (Zoph and Le 2017). Each architecture is composed of L-stacked cells. Each cell can be represented as a DAG $G$. Cells have two formats: operation on nodes (OON) and operation on edges (OOE). OON is used as the default. In an OON cell, each node represents an operation, and the edge $e_{ij}$ indicates the information flow from node $i$ to $j$. Details are illustrated in Appendix B.

3.1 Contrastive Learning Framework
The purpose of contrastive learning is to train an encoder for feature extraction from unlabeled neural networks. This subsection introduces data augmentation and the encoder, followed by the contrastive training approach.

Data Augmentation. Augmentation is employed to generate useful data to train a robust encoder. Given a graph $G$, we create an augmented graph $\hat{G}$ using a predefined distribution $p_{\theta,\mu}(G)$, where $\theta$ represents the augmentation method and $\mu$ is the change ratio. To ensure appropriate augmentation for graphs, we use edge perturbation and attribute masking (Wu et al. 2021). Edge perturbation randomly edits edges, while attribute masking modifies node properties. In DCLP, positive data are generated by augmentation, while negative data are obtained by random sampling.

Encoder Method. Encoder is used to convert neural networks into embeddings. In contrastive learning, similar data should have similar embeddings. Therefore, we need a model that can distinguish between graphs, so we employ Graph Isomorphism Network (GIN) (Xu et al. 2019), as it is highly capable of identifying differences in graphs. The propagation function of the $k$-th layer of a GIN is as follows:

$$h_{n}^{k} = MLP^{k}(h_{n}^{k-1} + \sum_{n' \in N(n)} h_{n'}^{k-1})$$

where $h_{n}^{k}$ is the encoding of node $v_{n}$ in the $k$-th layer, and $N(n)$ is the set of node adjacent to $v_{n}$. Since a graph feature is required, the features can be integrated as follows:

$$h_{G} = \text{concat}(\text{readout}([h_{n}^{k}|n \in G]])|k = 0, ..., K)$$

Contrastive Training. Contrastive learning trains the encoder by letting it determine data similarity and ensure close embeddings for positive data. Then, the similarity between networks $G_{i}$ and $G_{j}$ is measured using Radial Basis Function (RBF) with encoder representations denoted as $z(G)$:

$$s(G_{i}, G_{j}) = \exp(-\frac{d(z(G_{i}), z(G_{j}))}{2\sigma^{2}})$$

where $d$ is distance measurement such as Euclidean distance. RBF maps items into a high-dimensional space to separate data that are hard to separate in the original space.

The contrastive task requires similar data to yield a larger $s$. InfoNCE is used as the optimized target. It is applied to positive pairs $(q, k_{+})$ and negative data $(k_{i})_{i=1}^{N}$ as follows:

$$L = -log \frac{\exp(s(q \cdot k_{+})/\tau)}{\exp(s(q \cdot k_{+})/\tau) + \sum_{i=1}^{N} \exp(s(q \cdot k_{i})/\tau)}$$

where $\tau$ is a temperature parameter. Minimizing Eq.4 allows the encoder to extract features from unlabeled data by ensuring higher score of positive data than negative. Then, the encoder can reasonably encode networks for prediction.

3.2 Curriculum Learning
Training predictors using contrastive learning poses challenges when determining the similarity of neural networks compared to regular data. Random data ordering in existing contrastive methods may lead to convergence issues due to varying data distributions (Chu et al. 2021a). To address this, we propose a novel curriculum that schedules data to create a smooth learning curve, simplifying the contrastive task and enabling stable learning without training crashes. The curriculum involves two steps: difficulty measurement and training scheduler, which we will discuss in detail.

Difficulty Measurement. The difficulty function evaluates the difficulty of positive items in the contrastive task that aims to classify similar samples into the same class. Difficult positive data are those less similar to the original data, potentially causing misclassification by the contrastive learner.
Algorithm 1: Training procedure of DCLP

**Input:** Training set $D$, the number of iterations $T$, the augmentation distribution $p$, GIN encoder $f$

1: **pre-training**
2: Initialize parameters $\alpha$ of $f$ with kaiming initialization
3: for $i = 1$ to $T$ do
4: $G \leftarrow \text{RandomSample}(D)$
5: Initialize $G = \emptyset$
6: for $i = 1$ to $N$ do
7: $\hat{G}_i \sim p_0(G)$
8: $\tilde{G} \leftarrow \tilde{G} \cup \hat{G}_i$
9: end for
10: $G_t \leftarrow \text{argmax}(\mathcal{P}_t(\hat{G}_i))_{i=1}^N$
11: $z \leftarrow f(G)$, $z' \leftarrow f(\hat{G}_i)$
12: $f_\alpha \leftarrow f_\alpha - \nabla_{f_\alpha} L\text{NCE}$
13: end for
14: **fine-tuning**
15: $S_F \leftarrow \text{LimitedRandomSample}(D)$
16: $L \leftarrow \text{SelectedLossFunction}(S_F)$
17: for $t = 1$ to $T$ do
18: $f_\alpha \leftarrow f_\alpha - \nabla_{f_\alpha} L$
19: end for
20: **Output:** the trained predictor $f_\alpha$

Therefore, the difficulty of augmented data is calculated based on their similarity to the origin. The higher the similarity, the lower the difficulty. To calculate the difficulty of a positive graph $\hat{G}$ related to the original graph $G$, we use the Wasserstein Distance (WD). WD measures the variability between the two graphs, which is a reasonable measure of difficulty. For practicality, the augmentation distribution can be considered uniform. Additionally, we approximate WD using Levenshtein Distance (LD) as follows:

$$L(\hat{G}, G) = \left( \int |p_{\theta, \mu}^{-1}(\hat{G}) - p_{\theta, \mu}^{-1}(G)| \, dt \right)^{1/p}$$

$$\approx \int_R LD(\hat{G}, G, t) \, dt$$

$$= c LD(\hat{G}, G)$$

The reasonableness of the approximation lies in that we need to calculate the distance between two uniform distributions denoted by $\mu$. Each point’s distance can be viewed as an approximation of the LD between the graphs generated by related parameters at that point. By integrating these approximations, we obtain an approximation of the final LD. Since the difficulty value in Eq.5 can be approximated as a multiple of LD, and $c$ is a constant, the WD between the two graphs can be directly approximated by LD. This expresses the similarity between networks in terms of their structural similarity. More details can be found in Appendix F.1. Then the difficulty of $G$ can be defined as:

$$L(G, \hat{G}) = \frac{LD(G, \hat{G})}{|G| \cdot |\hat{G}|}$$

where $|G|$ is the size of $G$ measuring by the number of edges.

**Training Scheduler.** After defining difficulty, we design the training order based on difficulty, controlled by a parameter that determines the training preference for easy or hard data. The probability of sampling $\hat{G}_i$ at step $t$ is then defined as:

$$\mathcal{P}_t(\hat{G}_i) = \frac{\exp(\tau_t L(\hat{G}_i, G_i))}{\sum_{j=1}^n \exp(\tau_t L(\hat{G}_j, G_j))}$$

where

$$\tau_t = \frac{\tau_f - \tau_m}{\sigma} g(\sigma_t) + \tau_m, \tau_m = \frac{\tau_1 + \tau_f}{2}$$

and $t$ denotes steps ($t \in \{1, 2, ..., T\}$), $g$ is tanh, $\sigma = 0.9$, and $n > 1, k > 1$ controls the frequency and range of difficulty decrease respectively, the decreasing will be discussed in the next paragraph. $\tau_t$ determines the preference for easy/hard data. For $\tau_t < 0$, larger difficulty corresponds to a smaller selection probability. Conversely, when $\tau_t > 0$, the curriculum favors hard data. Our strategy gradually adjusts $\tau_t$ to achieve robust learning. Initially, we set a negative $\tau_t$ to emphasize learning from easy data at the start without being affected by noise and to quickly reach a relatively good ability. Then we gradually increase $\tau_t$ to encourage deeper learning from hard data. Finally, we use a positive $\tau_f$, smoothly transitioning from easy to hard data.

However, unlike the conventional easy-to-hard curriculum, we introduce a fluctuating term that causes the curriculum to fluctuate in difficulty controlled by $n$ and $k$. This non-monotonic increase in difficulty includes intervals of decreasing difficulty. Therefore, the model can revisit simpler data periodically during training. It is necessary since the harder positive data includes more noise, i.e., negative samples that are mistakenly labeled as positive. Training with increasing difficulty often causes the model to focus excessively on the noise, resulting in loss of learned knowledge in the correct data. Intermittent training with simple data can counteract the learned misinformation from the noise, improving training stability, and being more robust.

The curriculum facilitates the encoder to acquire a stronger ability by increasing data difficulty. Additionally, incorporating easy data prevents overfitting that may occur as difficulty increases, leading to efficient convergence.

As shown in Algorithm 1, we use the difficulty function to calculate the difficulty of each positive data and sort them according to the scheduler (Line 10). Next, we feed the positive samples into the contrastive learner for training.

### 3.3 Fine Tuning

After pre-training, to transfer the pre-trained model to the prediction task, fine-tuning is in demand. However, using mean squared error (MSE) between predicted and actual results as loss function is too strict, as NAS focuses on the best networks. To alleviate the issue of overfitting, we propose two functions that take ranking into account. **MSE+Normalization.** As we prioritize ranking, normalization can widen the performance gap between two networks. Inaccurate rank judgments lead to greater MSE, facilitating...
Algorithm 2: Predictor-based Random Search Strategy

**Input**: Search space $\mathcal{A}$, predictor $f$, iteration steps $T$, the number of networks sampled in $t$-th iteration $N^t$, the number of networks selected in each iteration $K$.

1. Initialize $t = 0$, an architecture set $S = \emptyset$
2. for $t = 1$ to $T$ do
3. Randomly sample $N^t$ architectures $S^t = \{a_j^t\}_{j=1}^{N^t}$ from the search space $\mathcal{A}$ without repeat.
4. Evaluate items in $S^t$ by trained predictor $f$, get $\hat{S}^t = \{(a_j^t, y_j^t)\}_{j=1}^{N^t}$ where $y$ is the predicted performance.
5. Select top-$k$ items from $\hat{S}^t$ according to $y$, get $\hat{S}^t$.
6. $S \leftarrow S \cup \hat{S}^t$.
7. end for
8. Evaluate each architecture in $S$ by training to obtain the corresponding ground-truth $y$.

**Output**: the architecture $a^*$ with the best true performance.

the learning of their relative ranking relationship. Further details can be found in the supporting material F.2.

**Ranking Loss.** We utilize ListMLE (Burges 2010) to optimize predicted ranking. We use $o$ to represent the actual sorting result and $S = \{s_1...s_n\}$ to denote the predicted accuracy of $n$ architectures. Then, $S$ is sorted according to $o$ to obtain $\hat{S} = \{s_{o_1}, s_{o_2},...,s_{o_n}\}$. Our objective is to maximize the probability of this $\hat{S}$ to make the predicted ranking similar to the actual one. The loss function is as follows:

$$L = - \sum_{i=1}^{n} \log \frac{\exp(s_{o_i})}{\sum_{j=1}^{n} \exp(s_{o_i})} \quad (9)$$

These two optimization targets align the optimization goal with the prediction task, improving the model’s fitness to NAS while reducing the required labeled data.

### 3.4 Search Method

After fine-tuning, we use DCLP with various search strategies, such as random search (RS), evolution search (EA), and reinforcement learning (RL), to discover the optimal network. The fast estimation provided by DCLP aids in the efficient exploration of search space. A larger exploration space increases the likelihood of finding a better result.

Random search is outlined in Algorithm 2, while other strategies are in Appendix E. Each iteration involves randomly sampling $N$ networks, and the top-$k$ based on predicted performance are added to the candidate pool (Lines 4-6). After $T$ iterations, only a few networks ($k \cdot T$) are trained to obtain actual performance, from which the optimal network is selected, making it an efficient approach.

### 4 Experiments

We evaluate DCLP through experiments for image classification and language tasks. We introduce experimental settings first and validate the superiority in NAS benchmarks, along with ablation experiments for further analysis.

**Image Classification.** We conduct experiments on two NAS benchmarks and a large search space. Details are as follows.

- **NAS-Bench-101.** It is an OON set of 423k CNN (Ying et al. 2019). Each node can be a 1x1 convolution, etc. Test accuracy on CIFAR-10 is available within the search space.
- **NAS-Bench-201.** This is a NAS benchmark in OOE space (Dong and Yang 2020) with 15,625 structures, providing performance on CIFAR-10, CIFAR-100, and ImageNet.
- **DARTS Space.** It is an OOE search space (Liu, Simonyan, and Yang 2019), consisting of $10^{18}$ architectures. It contains cells with each edge offering an operation choice.
- **DARTS RNN Space:** The recurrent cell is an OOE space. The operations available are ReLU, Tanh, etc.

**Evaluation Metrics.** We evaluate the predictor using Kendall’s Tau (Sen 1968) for ranking accuracy, with a score closer to 1 indicating a better predictor. Additionally, the image classification accuracy and perplexity for language models are used to measure the performance of the NAS method.

**4.1 Predictor Evaluation**

In this section, we evaluate the predictive ability using Kendall’s Tau on NAS-Bench-101. Predictors with high Kendall’s Tau are more likely to discover exceptional networks. We compare DCLP with popular predictors (Wei et al. 2021; Xu et al. 2021; Jing and Xu 2022; Wen et al. 2020; Liu, Tang, and Sun 2021; Kipf 2017) to demonstrate its superiority in requiring less labeled data while maintaining high performance. Our goal is to develop efficient predictors for NAS with minimal labeled data, and DCLP shows outstanding performance with small labeled sets.

As shown in Figure 2, DCLP outperforms various popular predictors, particularly with smaller training sets. This is consistent with our focus on achieving high performance on small training data as mentioned above.

The results demonstrate DCLP’s superior generalization with small training sets compared to solely supervised learning approaches (Xu et al. 2021; Wen et al. 2020; Kipf...
This is consistent with our intention of reducing dependence on labeled data by using curriculum-guided contrastive learning to train the encoder. While methods relying on supervised learning focus on improving the predictor structure to extract more knowledge from limited labeled data, the amount of information remains limited, leading to poor performance. Hence, DCLP’s advantage over these methods reinforces the effectiveness of contrastive pre-training in constructing robust neural predictors.

On the other hand, DCLP outperforms unsupervised predictors (Wei et al. 2021; Jing and Xu 2022; Liu, Tang, and Sun 2021), validating the effectiveness of our curriculum-guided learning. The moderate learning and ranking of training data enhance the contrastive learning process, aligning with our motivation. Since our key point is the pre-training for neural predictors, extending this approach to other methods is natural. This extension is critical in constructing effective predictors that rely on limited trained architectures.

### 4.2 Search Strategy Performance Evaluation

In this section, we compare DCLP with popular methods to demonstrate its effectiveness with search methods. We report our setups in Appendix D. As mentioned above, we aim to achieve the best results with the smallest labeled sets in the shortest time. Therefore, we introduce two evaluation metrics: **Query** and **Cost**. **Query** represents the number of trained networks required for predictor, and smaller values indicate more efficient training. **Cost** encompasses computational power consumed in training and search. For predictor-based methods, it includes the cost of training neural networks to obtain training data, along with the time for training the predictor and search process. The unit of cost is GPU hour (i.e. GPU h), which represents one hour of calculation on a GPU. We use a single RTX3090 as the platform.

Tables 1 and 2 present experimental results on NAS-Bench-201 and NAS-Bench-101, respectively. DCLP achieves the highest precision, with minimal training data and cost. This is attributed to leveraging knowledge from unlabeled data effectively. Additionally, DCLP achieves better results through curriculum compared to the predictor which employs self-supervised methods. Moreover, it offers nearly zero-cost estimation, accelerating evaluation while maintaining superior accuracy compared to agent-dependent methods. Interestingly, combining DCLP with RS yields the best results as RS is a strong method (Yang and Esperança 2020; Bergstra and Bengio 2012). DCLP enables RS to explore a wide range effectively, enhancing its performance.

Table 3 and 4 present experimental results on DARTS space for image classification and language model tasks. More results on ImageNet are available in the Appendix. DCLP outperforms predictor-based and other evaluation strategies, showcasing its superiority in large search spaces with reduced training and search costs. Notably, DCLP achieves better results in less time compared to other methods, further validating its effectiveness. Additionally, DCLP’s success in the large CNN and RNN search spaces suggests its potential for broader application to various neural structures, reinforcing the effectiveness of our...
curriculum-based contrastive training for neural predictors.

### 4.3 Ablation Study

**With/Without Contrastive Learning.** In Figure 3(a), we demonstrate that using contrastive learning for pre-training is superior to training the predictor from scratch. This supports the objective of using contrastive learning to acquire information about the features of neural networks through the contrastive task on unlabeled data. By leveraging this information, the labeled data needed for the prediction task’s training process is substantially decreased, leading to resource savings while obtaining a better predictor.

**Choice of Curriculum Learning Methods.** As shown in Figure 3(b), we compare results without curriculum and using different curriculum methods, revealing a significant impact. Surprisingly, learning from hard to easy is worse than no curriculum. This is because determining the similarity of neural networks is challenging, even when simplified as graph isomorphism (NP-hard). This leads to an unclear boundary between difficult positive and negative samples so the difficult data will contain noise, i.e., negative samples are incorrectly labeled as positive. Then, if the training is too difficult at the beginning, the encoder tends to focus more on the noise that often appears in hard data, which degrades performance. On the other hand, learning without a curriculum is ineffective as the learner struggles to converge with randomly selected data of varying difficulties. Tasks progressing from simple to hard yield excellent results, confirming the correctness of the overall trend. However, using complex data introduces noise, requiring some easy data for parameter optimization. Our method cycles between hard and easy tasks, avoiding noise exploration and ensuring the ability to learn complex data for improved performance.

**Choice of Fine-Tuning Targets.** Figure 3(c) shows the impact of different fine-tuning functions. The choice of target function significantly affects the predictor’s performance. Notably, ranking loss and MSE+norm outperform vanilla MSE. This result aligns with our concept. The effectiveness of using ranking as the optimization target in this task is demonstrated. As ranking loss emphasizes the rankings, it shows particular advantages as training sets grow in size.

Table 5 compares the effects of various techniques in DCLP using DARTS space. When pre-training is not used, we allocate the time to obtain more labeled data for supervised training.

![Figure 3: The ablation of contrastive learning, curriculum learning, and fine-tuning targets on NAS-Bench-101.](image)

Table 4: The comparison of NAS in DARTS space, and we use PTB as the dataset for the language model task. Pred means predictor, and zero means zero-cost estimation proxy.

<table>
<thead>
<tr>
<th>Method</th>
<th>Test PPL</th>
<th>Cost(GPU h)</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>DARTS- (2021b)</td>
<td>59.21</td>
<td>4.2</td>
<td>supernet</td>
</tr>
<tr>
<td>DCNAS (2022)</td>
<td>58.21</td>
<td>3.2</td>
<td>supernet</td>
</tr>
<tr>
<td>β-DARTS (2022)</td>
<td>58.17</td>
<td>3.1</td>
<td>supernet</td>
</tr>
<tr>
<td>GAME (2022)</td>
<td>57.41</td>
<td>3.5 0.15</td>
<td>pred+BO</td>
</tr>
<tr>
<td>HOP (2021b)</td>
<td>57.34</td>
<td>4.0</td>
<td>pred+RS</td>
</tr>
<tr>
<td>CL-V2 (2022)</td>
<td>56.94</td>
<td>4.8</td>
<td>supernet</td>
</tr>
<tr>
<td>DCLP (Ours)</td>
<td>56.19</td>
<td>2.0 0.04</td>
<td>pred+RS</td>
</tr>
</tbody>
</table>

Table 5: The ablation experiment in DARTS space on CIFAR-10. If without pre-training, we use the time for pre-training to obtain more labeled data for supervised training.

<table>
<thead>
<tr>
<th></th>
<th>Contrastive Learning</th>
<th>Curriculum Learning</th>
<th>Ranking Loss</th>
<th>Test error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>6.42±2.00</td>
</tr>
<tr>
<td></td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>5.80±1.75</td>
</tr>
<tr>
<td></td>
<td>✔️</td>
<td>❌</td>
<td>✔️</td>
<td>5.36±0.95</td>
</tr>
<tr>
<td></td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>2.66±0.17</td>
</tr>
<tr>
<td></td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>2.48±0.02</td>
</tr>
</tbody>
</table>

In this paper, we propose DCLP, a curriculum-guided contrastive pre-training approach that improves neural predictor performance in NAS. By pre-training the encoder with difficulty-scheduled positive data, the training process becomes stable and efficient. Fine-tuning with a suitable target further improves the predictor. DCLP reduces reliance on labeled data, enabling efficient and accurate predictor-based NAS. It offers a promising approach for neural predictors in NAS and future work will focus on designing self-supervised pretext tasks to boost performance further.

5 Conclusion

In this paper, we propose DCLP, a curriculum-guided contrastive pre-training approach that improves neural predictor performance in NAS. By pre-training the encoder with difficulty-scheduled positive data, the training process becomes stable and efficient. Fine-tuning with a suitable target further improves the predictor. DCLP reduces reliance on labeled data, enabling efficient and accurate predictor-based NAS. It offers a promising approach for neural predictors in NAS and future work will focus on designing self-supervised pretext tasks to boost performance further.
Acknowledgments

This work is supported by the National Key Research and Development Program of China (2021YFB3300502); National Natural Science Foundation of China (NSFC) (62232005, 62202126, 92267203).

References


