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Abstract

Modern classification problems exhibit heterogeneities across individual classes: Each class may have unique attributes, such as sample size, label quality, or predictability (easy vs difficult), and variable importance at test-time. Without care, these heterogeneities impede the learning process, most notably, when optimizing fairness objectives. Confirming this, under a gaussian mixture setting, we show that the optimal SVM classifier for balanced accuracy needs to be adaptive to the class attributes. This motivates us to propose CAP: An effective and general method that generates a class-specific learning strategy (e.g. hyperparameter) based on the attributes of that class. This way, optimization process better adapts to heterogeneities. CAP leads to substantial improvements over the naive approach of assigning separate hyperparameters to each class. We instantiate CAP for loss function design and post-hoc logit adjustment, with emphasis on label-imbalanced problems. We show that CAP is competitive with prior art and its flexibility unlocks clear benefits for fairness objectives beyond balanced accuracy. Finally, we evaluate CAP on problems with label noise as well as weighted test objectives to showcase how CAP can jointly adapt to different heterogeneities.

1 Introduction

Contemporary machine learning problems arising in natural language processing and computer vision often involve large number of classes to predict. Collecting high-quality training datasets for all of these classes is not always possible, and realistic datasets (Menon et al. 2020; Feldman 2020; Hardt, Price, and Srebro 2016) suffer from class-imbalances, missing or noisy labels (among other application-specific considerations). Optimizing desired accuracy objectives with such heterogeneities poses a significant challenge and motivates the contemporary research on imbalanced classification, fairness, and weak-supervision. Additionally, besides distributional heterogeneities, we might have objective heterogeneity. For instance, the target test accuracy may be a particular weighted combination of individual classes, where important classes are upweighted.

A plausible approach to address these distributional and objective heterogeneities is designing optimization strategies that are tailored to individual classes. A classical example is assigning individual weights to classes during optimization. The recent proposals on imbalanced classification (Li et al. 2021; Chawla et al. 2002) can be viewed as generalization of weighting and can be interpreted as developing unique loss functions for individual classes. More generally, one can use class-specific data augmentation schemes, regularization or even optimizers (e.g. Adam, SGD, etc) to improve target test objective. While promising, this approach suffers when there are a large number of classes $K$: naively learning class-specific strategies would require $O(K)$ hyperparameters ($O(1)$ strategy hyperparameter per class). This not only creates computational bottlenecks but also raises concerns of overfitting for tail classes with small sample size.

To overcome such bottlenecks, we introduce the Class-attribute Priors (CAP) approach. Rather than treating hyperparameters as free variables, CAP is a meta-approach that treats them as a function of the class attributes. As we discuss later, example attributes $A$ of a class include its frequency, label-noise level, training difficulty, similarity to other classes, test-time importance, and more. Our primary goal with CAP is building an attribute-to-hyperparameter function $A2H$ that generates class-specific hyperparameters based on the attributes associated with that class. This process infuses high-level information about the dataset to accelerate the design of class-specific strategies. The $A2H$ maps the attributes $A$ to a class-specific strategy $S$. The primary advantage is robustness and sample efficiency of $A2H$, as it requires $O(1)$ hyperparameters to generate $O(K)$ strategies. The main contribution of this work is proposing CAP framework and instantiating it for loss function design and post-hoc optimization which reveals its empirical benefits. Specifically, we make the following contributions:

1. **Introducing Class-attribute Priors (Sec 3).** We first provide theoretical evidence on the benefits of using multiple attributes (see Fig 2). This motivates CAP: A meta approach that utilizes the high-level attributes of individual classes to personalize the optimization process. Importantly, CAP is particularly favorable to tail classes which contain too few examples to optimize individually.

2. **CAP improves existing approaches (Sec 4).** By integrating CAP within existing label-imbalanced training methods, CAP not only improves their performance but also increases their stability, notably, AutoBalance (Li et al. 2021) and logit-adjustment loss (Menon et al. 2020).
An overview of our approach is shown in Fig. 1. The existing literature establishes a series of algorithms, in-
larization schemes, and optimizers. This work makes key applied for the design of class-specific augmentations, regu-
lars during training. (Menon et al. 2020; Ye et al. 2020; Kini 2018; Morik, Brockhausen, and Joachims 1999) has been used. However, recent work shows it only adds marginal benefit to the over-parameterized model due to overfitting during training. (Menon et al. 2020; Ye et al. 2020; Kini et al. 2021) propose a family of loss functions formulated as
\[
\ell(y, f(x)) = \log \left(1 + \sum_{k \neq y} e^{\Delta_k} \cdot e^{\Delta_k f_k(x) - \Delta_k f_y(x)} \right)
\]
with theoretical insights, where \(f(x)\) denotes the output log-
its of \(x\) and \(f_y(x)\) represents the entry that corresponds to label \(y\). Above methods determine the value of \(I\) and \(\Delta\) to re-
weight the loss function so the optimization generates a class-
balanced model. In addition to these methods, (Li et al. 2021) proposes a bilevel training scheme that directly optimizes \(I\) and \(\Delta\) on a sufficient small imbalanced validation data with-
out the prior theoretical insights. However, the theory-based methods require expertise and trial and error to tune one temperature variable, making it time-consuming and chal-
 lenging to achieve a fine-grained loss function that carefully handles each class individually. Although the bilevel-based method consider each class separately and personalizes the weight using validation data, optimizing the bilevel problem is typically time-consuming due to the Hessian computations. Bilevel optimization is also brittle, especially when (Li et al. 2021) optimizes the inner loss function, which continually changes the inner optima during the training.

Regarding the broader goal of fairness with respect to pro-
tected groups, the literature contains several proposals (Sahu et al. 2018; Kleinberg, Mullainathan, and Raghavan 2016). Balanced error and standard deviation (Calmon et al. 2017; Alabi, Immorlica, and Kalai 2018) between subgroup pre-
dictions are widely used metrics. However, they may be in-
sensitive to certain types of imbalances. The Difference of Equal Opportunity (DEO) (Kini et al. 2021; Hardt, Price, and Srebro 2016) was proposed to measure true positive rates across groups. (Zafar et al. 2017) focus on disparate mis-
treatment in both false positive rate and false negative rate. Many modern ML tasks necessitate models with good tail performance, focusing on underrepresented groups. Recent works have introduced techniques that promote better tail accuracy (Hashimoto et al. 2018; Sagawa et al. 2019, 2020; Li et al. 2021; Kini and Thrampoulidis 2020). The worst-case subgroup error is commonly used in recent papers (Kini et al. 2021; Sagawa et al. 2019, 2020). Another popular metric to

### Instantiations of \(\text{CAP}\):
1. **Bilevel optimization** of loss function
2. **Post-hoc optimization** of logits

### Distinct Fairness Objectives (Sec 4.3):
- Balanced error
- Quantiles or Conditional value at Risk
- Standard deviation of class-conditional errors
- Weighted error

### Distinct Heterogeneities (Sec 4.2):
- Class frequency
- Prediction difficulty
- Variable class importance
- Label noise level

Figure 1: Left hand side: \(\text{CAP}\) views the global dataset as a composition of heterogeneous sub-datasets induced by classes. We extract high-level attributes from these classes and use these attributes to generate class-specific optimization strategies (which correspond to hyperparameters). Our proposal is efficiently generating these hyperparameters based on class-attributes through a meta-strategy. Right hand side: We demonstrate that \(\text{CAP}\) leads to state-of-the-art strategies for loss function design and post-hoc optimization. \(\text{CAP}\) can leverage multiple attributes to flexibly optimize a variety of test objectives under heterogeneities.

3. **\(\text{CAP}\) adapts to fairness objective (Sec 4.2).** \(\text{CAP}\)’s flex-
ibility is particularly powerful for non-standard settings that prior works do not account for: \(\text{CAP}\) achieves signif-
icient improvement when optimizing fairness objectives other than balanced accuracy, such as standard deviation, quantile errors, or Conditional Value at Risk (CVaR).

4. **\(\text{CAP}\) adapts to class heterogeneities (Sec 4.3).** \(\text{CAP}\) can also effortlessly combine multiple attributes (such as fre-
quency, noise, class importance) to boost accuracy by adapting to problem heterogeneity.

Finally, while we instantiate \(\text{CAP}\) for the problems of loss-
function design and post-hoc optimization, \(\text{CAP}\) can be ap-
plied for the design of class-specific augmentations, regu-
larization schemes, and optimizers. This work makes key contributions to fairness and heterogeneous learning problems in terms of methodology, as well as practical impact. An overview of our approach is shown in Fig. 1

### 1.1 Related Work

The existing literature establishes a series of algorithms, in-
cluding sample weighting (Alshammari et al. 2022; Maldon-
ado et al. 2022; Kubat, Matwin et al. 1997; Wallace et al. 2011; Chawla et al. 2002), post-hoc tuning (Menon et al. 2020; Zhang et al. 2019; Kim and Kim 2020; Kang et al. 2019; Ye et al. 2020), and loss functions tuning (Cao et al. 2019; Kini et al. 2021; Menon et al. 2020; Khan et al. 2017; Cui et al. 2019; Li et al. 2022; Tan et al. 2020; Zhang et al. 2017), and more (Zhang et al. 2023). This work aims to es-
tablish a principled approach for designing a loss function for imbal-
danced datasets. Traditionally, a Bayes-consistent loss function such as weighted cross-entropy (Xie et al. 2018; Morik, Brockhausen, and Joachims 1999) has been used. However, recent work shows it only adds marginal benefit to the over-parameterized model due to overfitting during training. (Menon et al. 2020; Ye et al. 2020; Kini et al. 2021) propose a family of loss functions formulated as
\[
\ell(y, f(x)) = \log \left(1 + \sum_{k \neq y} e^{\Delta_k} \cdot e^{\Delta_k f_k(x) - \Delta_k f_y(x)} \right)
\]
evaluate the model’s tail performance is the CVaR (Conditional Value at Risk) (Williamson and Menon 2019; Zhai et al. 2021; Michel, Hashimoto, and Neubig 2021), which computes the average error over the tails. Previous works (Hashimoto et al. 2018; Duchi and Namkoong 2021; Hu et al. 2018; Michel, Hashimoto, and Neubig 2021; Lahoti et al. 2020) also measure tail behaviour using Distributionally Robust Optimization (DRO).

2 Problem Setup

This paper investigates the advantages of utilizing attribute-based personalized training approaches for addressing heterogeneous classes in the context of class imbalance, label noise, and fairness objective problems. We begin by presenting the general framework, followed by an examination of specific fairness issues, which encompass both distributional and objective heterogeneities. Consider a multi-class classification problem for a dataset \( \{(x_i, y_i)\}_{i=1}^N \) sampled i.i.d from a distribution with input space \( \mathcal{X} \) and \( K \) classes. Let \( |K| \) denote the set \( \{1, K\} \) and for the training sample \((x, y), x \in \mathcal{X}\) is the input and \( y \in [K] \) is the output. \( f: \mathcal{X} \rightarrow \mathbb{R}^K \) represents the model and \( o \) is the output logits. \( \hat{y}_f(x) = \arg \max_{a \in \{1, K\}} \hat{y}_o \) is the predicted label of the model \( f(x) \). We also denote \( K \times K \) identity matrix by \( I_K \). Moreover, in the post-hoc setup, a logit adjustment function \( g: \mathbb{R}^K \rightarrow \mathbb{R}^K \) is employed to modify the logits, resulting in adjusted logits \( \hat{y} = g(o) \).

Our goal is to train a model that minimizes a specific classification error metric. The class-conditional errors are defined over the data distribution as \( \text{Err}_{\text{class}} = \mathbb{P}[y \neq \hat{y}_f(x) \mid y = k] \). The standard classification error is denoted by \( \text{Err}_{\text{plain}} = \mathbb{P}[y \neq \hat{y}_f(x)] \). In situations with label imbalance, \( \text{Err}_{\text{plain}} \) is dominated by the majority classes. To this end, balanced classification error \( \text{Err}_{\text{bal}} = \frac{1}{K} \sum_{k=1}^K \text{Err}_k \) is widely employed as a fairness metric. We will later introduce other objectives that aim to achieve different fairness goals. A complete list of the objectives we examine can be found in Appendix.

3 Our Approach: Class-attribute Priors (CAP)

We start with a motivating question: 

**Q:** Does utilizing multiple class attributes provably help?

To answer this, we consider the benefits of multiple attributes for a binary gaussian mixture model (GMM) and provide a simple theoretical justification why synergistically leveraging attributes can help balanced accuracy. Consider a GMM where data from the two classes are generated as 

\[
 y = \begin{cases} 
 +1 & \text{with prob. } \pi \\
 -1 & \text{with prob. } 1-\pi 
\end{cases} \quad \text{and} \quad x|y \sim \mathcal{N}(y\mu, \sigma_x I_d).
\]

Note here that the two classes are imbalanced as a function of the value of \( \pi \in (0, 1) \), which models class frequency. Also, the two classes are allowed to have different noise variances \( \sigma_{\pm 1} \). This is our model for the difficulty attribute: examples generated from the class with larger variance are “more difficult” to classify as they fall further apart from their mean. Intuitively, a “good” classifier should account for both attributes. We show here that this is indeed the case for the model above. Our setting is as follows: Draw \( n \) IID samples \((x_i, y_i)\) from the GMM distribution above. Without loss of generality, assume class \( y = +1 \) is minority, i.e. \( \pi < 1/2 \).

We train linear classifier \((w, b)\) by solving the following cost-sensitive support-vector-machines (CS-SVM) problem:

\[
(\hat{w}_\delta, \hat{b}_\delta) := \arg \min_{w, b} \|w\|_2 \text{ s.t. } y_i(x_i^Tw + b) \geq \begin{cases} 
 \delta & y_i = +1 \\
 1 & y_i = -1
\end{cases}.
\]

Here, \( \delta \) is a hyperparameter that when taking values larger than one, it pushes the classifier towards the majority, thus assigning larger margin to the minorities. In particular, setting \( \delta = 1 \) recovers the vanilla SVM. CS-SVM is particularly relevant to our setting because it has rigorous connections to the generalized cross-entropy loss in Sec 3.2 (see Appendix F for details). Given CS-SVM solution \((\hat{w}_\delta, \hat{b}_\delta)\), we measure the balanced error as follows:

\[
\mathcal{R}_{\text{bal}}(\delta) := \mathbb{P}_{(x, y) \sim \text{GMM}} \left\{ y(x^T\hat{w}_\delta + \hat{b}_\delta) > 0 \right\}.
\]

We ask: How does the optimal CS-SVM classifier (i.e., the optimal hyperparameter \( \delta \)) depend on the data attributes, i.e. on the frequency \( \pi \) and on the difficulty \( \sigma_{+1}/\sigma_{-1} \)? To answer this we consider a high-dimensional asymptotic setting in which \( n, d \rightarrow \infty \) at a linear rate \( d/n \rightarrow \delta \). This regime is convenient as previous work has shown that the limiting behavior of the balanced error \( \mathcal{R}_{\text{bal}}(\delta) \) can be captured precisely by analytic formulas (Montanari et al. 2019). Specifically, (Kini et al. 2021) computes formulas for the optimal hyperparameter \( \delta \) when \( \pi \) is variable but both classes are equally difficult, i.e. \( \sigma_{+1} = \sigma_{-1} \). Here, we derive risk curves for arbitrary \( \sigma_{\pm 1} \) by extending their study and investigate the synergistic effect of frequency and difficulty.

Figure 2 confirms our intuition: **the optimal hyperparameter \( \delta_* \) (y-axis) does indeed depend on the frequency and difficulty** (as well as the training sample size, x-axis). Specifically, we observe in both Figures 2(a,b) that as the minority class becomes easier (aka, the smaller ratio \( \sigma_{+1}/\sigma_{-1} \)), \( \delta_* \) decreases. That is, there is less need to assign an even larger margin for the minority. Conversely, as \( \sigma_{+1}/\sigma_{-1} \) increases and minority becomes more difficult, its margin gets a boost. Finally, comparing Figures 2(a) to 2(b), note that \( \delta_* \) takes larger values for larger imbalance ratio (i.e., smaller frequency \( \pi \)), again agreeing with commonsense.

Since GMM data is synthetic, \( \delta_* \) can be computed analytically. Our approach CAP will facilitate realizing such benefits systematically and efficiently for arbitrary class attributes.

3.1 Attributes and Adaptation to Heterogeneity

To proceed, we introduce our CAP approach at a conceptual level and provide concrete applications of CAP to loss function design in the next section. Recall that our high-level goal is designing a map from A2H that takes attributes \( A_k \) of class \( k \) and generates the hyperparameters of the optimization strategy \( S_k \). Each coordinate \( A_k[j] \) characterizes a specific attribute of class \( k \) such as label frequency, label noise ratio, training difficulty shown in Table 1. To model A2H, one can use any hypothesis space including deep nets. However, since A2H will be optimized over the validation loss, depending on the application scenario, it is often preferable to use a simpler linearized model.
Table 1: Definition of example attributes and associated application scenarios. Attributes $A_{\text{diff}}$ and $A_{\text{norm}}$ are computed during the training (for post-hoc optimization, it is pre-training). For bilevel training they are computed at the end of warm-up. The upper attributes with $\ast$ are those we utilize in our experiments. Also we use $A_{\text{ALL}}$ to denote combined attributes.

Example: LA and CDT losses viewed as $\text{CAP}$. For label imbalanced problems, (Menon et al. 2020; Ye et al. 2020) propose to set hyperparameters $l_k$ and $\Delta_k$ as a function of frequency $\pi_k = P(y = k)$. Concretely, they propose $l_k = -\gamma \log(\pi_k)$ (Menon et al. 2020) and $\Delta_k = \pi_k^\gamma$ (Ye et al. 2020) for some scalar $\gamma$. These can be viewed as special instances of $\text{CAP}$ where we have a single attribute $A_k = \pi_k$ and $A_{2H}(x) = -\gamma \log(x)$ or $x^\gamma$ respectively.

Our approach can be viewed as an extension of these to attributes beyond frequency and general class of $A_{2H}$. In light of (1), hyperparameters of a specific element of $S_k = [\omega_k, l_k, \Delta_k]$ correspond to a particular row of $W \in \mathbb{R}^{3 \times M}$ since $W = [w_\omega, w_l, w_\Delta]^T$. Our goal is then tuning the $W$ matrix over validation data. In practical implementation, we define a feature dictionary

$$D = [\mathcal{F}(A_1) \cdots \mathcal{F}(A_K)]^T \in \mathbb{R}^{K \times M}.$$ (2)

Each row of this dictionary is the features associated to the attributes of class $k$. We generate the strategy vectors $\Delta, l, \omega \in \mathbb{R}^K$ (for all classes) via $\omega = Dw_\omega, \Delta = \text{sigmoid}(\sqrt{K}Dw_\Delta), l = Dw_l$.

For both loss function design and post-hoc optimization, we use a decomposable feature map $\mathcal{F}$. Concretely, suppose we have basis functions $\{\mathcal{F}_i\}_{i=1}^n$. These functions are chosen to be poly-logarithms or polynomials inspired by (Menon et al. 2020; Ye et al. 2020). For $i$th attribute $A_k[i] \in \mathbb{R}$, we generate $\mathcal{F}(A_k[i]) \in \mathbb{R}^m$ obtained by applying $\{\mathcal{F}_i\}_{i=1}^n$. Then we stitch them together to obtain the overall feature vector $\mathcal{F}(A_k) = [\mathcal{F}(A_k[1])^T \cdots \mathcal{F}(A_k[m])^T]^T \in \mathbb{R}^{M \times m \times n}$. We emphasize that prior approaches are special instances where we choose a single basis function and single attribute $\pi_k$.

3.2 $\text{CAP}$ for Loss Function Design

Consider the generalized cross-entropy loss

$$\ell(y, f(x)) = \omega_y \log(1 + \sum_{k \neq y} e^{l_k - l_y} e^{\Delta_k f_k(x) - \Delta_y f_y(x)}).$$

Here, $(\omega_k, l_k, \Delta_k)_{k=1}^K$ are hyperparameters that can be tuned to optimize the desired test objective. For class $k$, we get to choose the tuple $S_k := [\omega_k, l_k, \Delta_k]$ which can be considered as its training strategy. Here elements of $S_k$ arise from existing imbalance-aware strategies, namely weighting $\omega_k$, additive logit-adjustment $l_k$ and multiplicative adjustment $\Delta_k$.
We describe them in this section and demonstrate that both CAP can accomplish Bayes optimal logit adjustment for weighted error. More broadly, any class-specific meta-feature can be used as an attribute within CAP.

Reduced search space and increased stability. Searching \( l \) and \( \Delta \) on \( \mathbb{R}^{K} \) with very few validation samples raises the problem of unstable optimization. (Li et al. 2021) indicates the bilevel optimization is brittle and hard to optimize. They introduce a long warm-up phase and aggregate classes with similar frequency into \( g \) groups, reducing the search space to \( k / g \) dimensions. However, to achieve a fine-grained loss function, \( g \) cannot be very large, so the search space remains large. In our method, with a good design of \( D \) (normally \( n \approx 2 \) and \( m \approx 3 \)), we can utilize a constant \( 2mn \ll K \) that efficiently reduces the search space and provides better convergence and stability.

We remark that dictionary is a general and efficient design that can recover multiple existing successful imbalanced loss function design algorithms. For example, (Menon et al. 2020) and (Ye et al. 2020) both utilize the frequency as \( A \) and apply logarithm and polynomial functions as \( \mathcal{F} \) on frequency to determine \( l \) and \( \Delta \) respectively. Moreover, let \( A = I_k \) and \( \mathcal{F} \) be an identity function, then training \( \mathbf{w}_l \), \( \mathbf{w}_\Delta \) is equivalent to train \( I, \Delta \) which recovers the algorithm of (Li et al. 2021). Despite the ability to generalize, the dictionary is more flexible and powerful since the attributes can be chosen based on the scenarios. For example, naturally, class frequency is a critical criterion in an imbalanced dataset, but classification error in early training can also be a good criterion for evaluating class training difficulty. Furthermore, some specific attributes can be introduced to noisy or partial-labeled datasets to help design a better loss function. Our empirical study elucidates the benefit of combining multiple attributes and the dictionary performance on the noisy imbalanced dataset.

### 3.3 Class-specific Learning Strategies: Bilevel Optimization and Post-hoc optimization

To instantiate CAP as a meta-strategy, we focus on two important class-specific optimization problems: loss function design via bilevel optimization and post-hoc logit adjustment. We describe them in this section and demonstrate that both methods outperform the state-of-the-art approaches. The figure in Appendix illustrates how CAP is implemented under bi-level optimization and post-hoc optimization in detail.

- **Strategy 1: Loss function design via bilevel optimization.**

  Inspired by (Li et al. 2021) and following our exposition in Section 3.1, we formalize the meta-strategy optimization problem as

  \[
  \min_{\mathbf{w}_l, \mathbf{w}_\Delta} \mathcal{L}_{\text{val}}(\mathbf{w}_l, \mathbf{w}_\Delta, f) \quad \text{s.t.} \quad \min_f \mathcal{L}_{\text{train}}(\mathbf{w}_l, \mathbf{w}_\Delta, f)
  \]

  where \( f \) is the model and \( \mathcal{L}_{\text{val}}, \mathcal{L}_{\text{train}} \) are validation and training losses respectively. Our goal is finding CAP parameters \( \mathbf{w}_l, \mathbf{w}_\Delta \) that minimize the validation loss which is the target fairness objective. Following the implementation of (Li et al. 2021), we split the training data to 80% training and 20% validation to optimize \( \mathcal{L}_{\text{train}} \) and \( \mathcal{L}_{\text{val}} \). The optimization process is split to two phases: the search phase that finds CAP parameters \( \mathbf{w}_l, \mathbf{w}_\Delta \) and the retraining phase that uses the outcome of search and entire training data to retrain the model. We note that, during initial search phase, (Li et al. 2021) employs a long warm-up phase where they only train \( f \) while fixing \( \mathbf{w}_l, \mathbf{w}_\Delta \) to achieve better stability. In contrast, we find that CAP either needs very short warm-up or no warm-up at all pointing to its inherent stability.

- **Strategy 2: Post-hoc optimization.**

  In (Menon et al. 2020; Feldman et al. 2015; Hardt, Price, and Srebro 2016), the author displays that the post-hoc logit adjustment can efficiently address the bias when training with imbalanced datasets. Formally, given a model \( f \), a post-hoc function \( g : \mathbb{R}^K \rightarrow \mathbb{R}^K \) adjusts the output of \( f \) to minimize the fairness objective. Thus the final model of post-hoc optimization is \( g \circ f(x) \).

### 4 Experiments and Main Results

In this section, we present our experiments in the following way. Firstly, we demonstrate the performance of CAP on both loss function design via bilevel optimization and post-hoc logit adjustment in Sec. 4.1. Sec. 4.2 demonstrates that CAP provides noticeable improvements for fairness objectives beyond balanced accuracy. Then Sec. 4.3 discusses the advantage of utilizing attributes and how CAP leverages them in noisy, long-tailed datasets through perturbation experiments. Lastly, we defer the experiment details including hyper-parameters, number of trails, and other reproducibility information to appendix.

**Dataset.** In line with previous research (Menon et al. 2020; Ye et al. 2020; Li et al. 2021), we conduct the experiments on CIFAR-LT and ImageNet-LT datasets. The CIFAR-LT modifies the original CIFAR10 or CIFAR100 by reducing the number of samples in tail classes. The imbalance factor, represented as \( \rho = \frac{N_{\text{max}}}{N_{\text{min}}} \), is determined by the number of samples in the largest (\( N_{\text{max}} \)) and smallest (\( N_{\text{min}} \)) classes. To create a dataset with the imbalance factor, the sample size decreases exponentially from the first to the last class. We use \( \rho = 100 \) in all experiments, consistent with previous literature. The ImageNet-LT, a long-tail version of ImageNet, has 1000 classes with an imbalanced ratio of \( \rho = 256 \). The maximum and minimum samples per class are 1280 and 5, respectively. During the search phase for bilevel CAP, we split the training set into 80% training and 20% validation to obtain the optimal loss function design. We remark that the validation set is imbalanced, with tail classes containing very few samples, making it challenging to find optimal hyper-parameters without overfitting. For all other post-hoc experiments (Sec. 4.2 and 4.3), we follow the setup of (Menon et al. 2020; Hardt, Price, and Srebro 2016) by training a model on entire training dataset as the pre-train model, and optimizing a logit adjustment \( g \) on a balanced validation dataset. Additionally, all CIFAR-LT experiments use ResNet-32 (He et al. 2016), and ImageNet-LT experiments use ResNet-50.

#### 4.1 CAP Improves Prior Methods Using Post-hoc or Bilevel Optimization

This section presents our loss function design experiments on imbalanced datasets by incorporating CAP into the training scheme of (Li et al. 2021; Menon et al. 2020; Ye et al. 2020),
as discussed in Sec. 3.3. Table 2 demonstrates our results. The first part displays the outcomes of various existing methods with their optimal hyper-parameters. It is worth noting that the original best results for single-level methods ((Menon et al. 2020; Ye et al. 2020)) are obtained from grid search in CIFAR100-LT, where $\lambda$ denotes the class index with the worst $\left\lceil K \times a \right\rceil$-th error. For instance, in CIFAR100-LT, where $K = 100$, Quant$_{0.2}$ denotes the test error of the worst 20 percentile class. That is, we sort the classes in descending order of test error and return the class index with the worst $20\%$th class ID. Thus, each selection of $a$ raises a new objective. Fig. 3a shows the improvement over the pre-trained model when optimizing Quant$_a$ with multiple selections of $a$. We observe that CAP significantly outperforms both logit adjustment and plain post-hoc.

We first demonstrate the performance on quantile class error Quant$_a = \mathbb{P} \left[ y \neq \hat{y}_f(x) \mid y = K_a \right]$, where $K_a$ denotes the class index with the worst $\left\lceil K \times a \right\rceil$-th error. For instance, in CIFAR100-LT, where $K = 100$, Quant$_{0.2}$ denotes the test error of the worst 20 percentile class. Thus, each selection of $a$ raises a new objective. Fig. 3a shows the improvement over the pre-trained model when optimizing Quant$_a$ with multiple selections of $a$. We observe that CAP significantly outperforms both logit adjustment and plain post-hoc.

We finally demonstrate the performance on quantile class error Quant$_a = \mathbb{P} \left[ y \neq \hat{y}_f(x) \mid y = K_a \right]$, where $K_a$ denotes the class index with the worst $\left\lceil K \times a \right\rceil$-th error. For instance, in CIFAR100-LT, where $K = 100$, Quant$_{0.2}$ denotes the test error of the worst 20 percentile class. Thus, each selection of $a$ raises a new objective. Fig. 3a shows the improvement over the pre-trained model when optimizing Quant$_a$ with multiple selections of $a$. We observe that CAP significantly outperforms both logit adjustment and plain post-hoc.
we split the training dataset to 80% train and 20% validation.

We set Table 3: The error difference between other approaches compared to pre-trained model. The first line shows the performance of Pretrained model, and the following line shows the error difference of other methods (smaller is better). For objectives with variable lacks fine-grained adaptation to various objectives.

Table 3 shows more results. $\text{Err}_{\text{weighted}}$ denotes a weighted test objective induced by weights $\omega^\text{test}_k \in \mathbb{R}^K$ given by

$$\text{Err}_{\text{weighted}} = \sum_{k=1}^K \omega^\text{test}_k \text{Err}_k$$

where $\sum_{k=1}^K \omega^\text{test}_k = K.$ (3)

Overall, Table 3 shows that $\text{CAP}$ consistently achieves the best results on multiple fairness objectives. An important conclusion is that the benefit of $\text{CAP}$ is more significant for objectives beyond balanced accuracy and improvements are around 2% or more (compared to (Menon et al. 2020) or plain post-hoc). This is perhaps natural given that prior works put an outsized emphasis on balanced accuracy in their algorithm design (Menon et al. 2020; Li et al. 2021).

4.3 Benefits of $\text{CAP}$ for Adapting to Distinct Class Heterogeneities

Continuing the discussion in Sec. 3.1, we investigate the advantage of different attributes in the context of dataset heterogeneity adoption. In Table 4, we conduct loss function design $\text{CAP}$ experiments on CIFAR-LT and ImageNet-LT dataset. Specifically, besides using regular CIFAR100-LT and ImageNet-LT, we introduce label noise into CIFAR10-LT following (Tanaka et al. 2018; Reed et al. 2014) to extend the heterogeneity of the dataset. To add the label noise, firstly, we split the training dataset to 80% train and 20% validation to accommodate bilevel optimization. Then we randomly generate a noise ratio $r \in \mathbb{R}^K, r_i \sim U(0,0.5)$ that denotes the label noise ratio for each class. Finally, keeping the validation set clean, we add label noise into the train set by randomly flipping the labels of selected training samples (according to the noise ratio) to all possible labels. As a result, all classes contain an unknown fraction of label noise in the noisy CIFAR10-LT dataset, which raises more heterogeneity and challenge in optimization. Through bilevel optimization, we optimize the balanced classification loss and report the balanced test error and its standard deviation after the retraining phase in Table 4. As shown in Table 4, we employ label frequency $A_{\text{FREQ}}$ which is designed for sample size heterogeneity and $A_{\text{DIFF}}$ which is designed for class predictability as the attributes in $\text{CAP}$ approach. Table 4 highlights that $\text{CAP}$ consistently outperforms other methods while different attributes can shape the optimization process differently. Importantly, $\text{CAP}$ is particularly favorable to tail classes which contain too few examples to optimize individually. Only using $A_{\text{DIFF}}$ achieves smallest $\text{Err}_{\text{StdDev}}$ demonstrating that optimization with $A_{\text{DIFF}}$ tends to keep better class-wise fairness because $A_{\text{DIFF}}$ is directly related to class predictability. The combination of $A_{\text{FREQ}}$ and $A_{\text{DIFF}}$ shows that incorporating multiple class-specific attributes provides additional information about the dataset and jointly enhances performance. Overall, the results indicate that $\text{CAP}$ establishes a principled approach to adapt to multiple kinds of heterogeneity.

5 Discussion

We proposed $\text{CAP}$ as a flexible method to tackle class heterogeneities and general fairness objectives. $\text{CAP}$ achieves high performance by efficiently generating class-specific strategies based on their attributes. We presented strong theoretical and empirical evidence on the benefits of multiple attributes. Evaluations on post-hoc optimization and loss function design revealed that $\text{CAP}$ substantially improves multiple types of fairness objectives as well as general weighted test objectives.
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