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Abstract
Finding node correspondence across networks, namely multi-network alignment, is an essential prerequisite for joint learning on multiple networks. Despite great success in aligning networks in pairs, the literature on multi-network alignment is sparse due to the exponentially growing solution space and lack of high-order discrepancy measures. To fill this gap, we propose a hierarchical multi-marginal optimal transport framework named Hot for multi-network alignment. To handle the large solution space, multiple networks are decomposed into smaller aligned clusters via the fused Gromov-Wasserstein (FGW) barycenter. To depict high-order relationships across multiple networks, the FGW distance is generalized to the multi-marginal setting, based on which networks can be aligned jointly. A fast proximal point method is further developed with guaranteed convergence to a local optimum. Extensive experiments and analysis show that our proposed Hot achieves significant improvements over the state-of-the-art in both effectiveness and scalability.

INTRODUCTION
In the era of big data, networks often originate from various domains. Joint learning on multiple networks has shown promising results in various areas including high-order recommendation (Yan et al. 2022), fraud detection (Du et al. 2021) and fact checking (Liu et al. 2021). A critical stepping-stone behind these tasks and many more is the multi-network alignment problem, which aims to find node correspondence across multiple networks.

To date, a multitude of pairwise network alignment methods have been developed based on the consistency principle (Singh, Xu, and Berger 2008; Koutra, Tong, and Lubensky 2013; Zhang and Tong 2016), node embedding (Li et al. 2019; Chu et al. 2019; Zhang et al. 2021), and optimal transport (OT) (Maretic et al. 2019, 2022; Chen et al. 2020; Zeng et al. 2023a) with superior performance, but this is not the case for the multi-network setting due to two fundamental challenges. First (discrepancy measure), most existing pairwise methods essentially optimize the pairwise discrepancy (e.g., Frobenius norm (Zhang and Tong 2016), contrastive loss (Chu et al. 2019), and Wasserstein distance (Maretic et al. 2020)) between one network and its aligned counterpart, but a similar discrepancy measure for multi-network is lacking. Second (algorithm), even equipped with a proper discrepancy measure, an efficient algorithm is demanded to handle the significantly larger solution space of multi-network alignment, compared with its pairwise counterpart.

Contributions. In this paper, we propose a novel method named Hot to address the above challenges from the view of multi-marginal optimal transport (MOT) (Pass 2015). To jointly measure the discrepancy between multiple networks, the fused Gromov-Wasserstein (FGW) distance is generalized to the multi-marginal setting, whose by-product, the optimal coupling tensor, naturally serves as the alignment between networks. To handle the large solution space, the problem is decomposed into significantly smaller cluster-level and node-level alignment subproblems. Specifically, the cluster-level alignment for multiple networks is obtained based on the FGW barycenter. On top of that, the multi-marginal FGW (MFGW) distance, together with a position-aware cost tensor generated based on the unified random walk with restart (RWR), is adopted for the node-level alignment. To achieve fast solutions, we propose a proximal point method with guaranteed convergence. Extensive experiments show that Hot outperforms the best competitor by at least 12.0% on plain networks in terms of high-order Hits@10, with up to 360× speedup in time complexity and 1000× reduction in memory cost compared with the non-hierarchical solution.

The rest of the paper is organized as follows. We first introduce the preliminaries and problem definitions, and then formulate the optimization problem. We further present and analyze the proposed algorithm, followed by extensive experiment results. Related work and conclusions are presented afterwards.

PROBLEM DEFINITION

Notations
We use bold uppercase letters for matrices (e.g., $A$), bold lowercase letters for vectors (e.g., $s$), calligraphic letters for sets (e.g., $C$), bold calligraphic letters for tensors (e.g., $\mathcal{C}$), and lowercase letters for scalars (e.g., $\alpha$). The element $(i, j)$ of a matrix $A$ is denoted as $A_{(i, j)}$, and the element $(i_1, i_2, \ldots, i_K)$ of a tensor $\mathcal{C}$ is denoted as $\mathcal{C}_{(i_1, i_2, \ldots, i_K)}$. The transpose of $A$ is denoted by the superscript $\top$ (e.g., $A^\top$). We use $\Pi(\mu, \nu)$ to denote the probabilistic coupling between
\( \mu \) and \( \nu \), and \( \Delta_n = \{ \mu \in \mathbb{R}_+^n \mid \sum_{i=1}^n \mu(i) = 1 \} \) to denote a probability simplex with \( n \) bins.

For mathematical operations, we use \( \odot \) for Hadamard product and \( \otimes \) for outer product. We define \( \mathcal{P}_k(C) = \sum_{\{i_1, \ldots, i_K\} \in \mathcal{I}_k} C(i_1, \ldots, i_K) \) as the marginal sum of tensor \( C \) of the \( k \)-th dimension.

An attributed graph is denoted as \( G = \{ A, X \} \), where \( A \) is the adjacency matrix and \( X \) is the node attribute matrix. We use \( n_i \) and \( m_i \) to denote the number of nodes and edges in \( G_i \), respectively. Graph indices are indicated by subscripts (e.g., \( G_i \)) and cluster indices are indicated by superscripts (e.g., \( C^j \)). For a given graph \( G_i \), the \( i_k \)-th node is denoted as \( v_{i_k} \), and the \( j \)-th cluster is denoted as \( C^j \).

Following a common practice in OT-based graph applications (Titouan et al. 2019), an attributed graph can be represented by a probability measure supported on the product space of node attribute and structure, i.e., \( \mu = \sum_{i=1}^n h(i) \delta_{v_i}(X(v_i)) \), where \( h \in \Delta_n \) is a histogram representing the node weight of \( v_i \in G \).

### Multi-marginal Optimal Transport

The fused Gromov-Wasserstein (FGW) distance is powerful in processing geometric data by exploring node attributes and graph structure, which is defined as (Titouan et al. 2019):

**Definition 1.** Fused Gromov-Wasserstein (FGW) distance. Given two graphs \( G_1 = \{ A_1, X_1 \}, G_2 = \{ A_2, X_2 \} \) with their probability measures \( \mu_1, \mu_2 \) and intra-cost matrices \( C_1, C_2 \) measuring within-graph node relationships, and a cross-cost matrix \( C_{cross} \) measuring cross-graph node relationships, the FGW distance \( FGW_{q,\alpha}(G_1, G_2) \) is defined as

\[
\min_{S \in \Pi(\mu_1, \mu_2)} \left( 1 - \alpha \right) \sum_{v_1 \in G_1, u_1 \in G_2} C_{cross}^q(v_1, u_1) S(v_1, u_1) + \alpha \sum_{v_1, v_2 \in G_2, u_1, u_2 \in G_1} |C_1(v_1, u_1) - C_2(u_1, u_2)|^q S(v_1, u_1) S(v_2, u_2),
\]

(1)

The hyperparameter \( q \) in Eq. (1) is the order of the FGW distance, and we consider \( q = 2 \) for faster computation throughout this paper (Peyré, Cuturi, and Solomon 2016). However, existing FGW distance is only applicable in two-sided OT problems. Based on Definition 1, the FGW distance is generalized to the multi-marginal OT setting as follows:

**Definition 2.** Multi-marginal Fused Gromov-Wasserstein (MFGW) distance (Beier, Beinert, and Steidl 2022). Given \( K \) graphs \( G_1, \ldots, G_K \) with their probabilistic representations \( \mu_1, \ldots, \mu_K \), a cross-cost tensor \( C \in \mathbb{R}^{n_1 \times \cdots \times n_K} \) measuring cross-graph node distances based on node attributes, and \( K \) intra-cost matrices \( C_k \in \mathbb{R}^{n_k \times n_k} \) measuring intra-graph node similarity for \( G_k \) based on graph structure. The \( q \)-MFGW distance \( MFGW_{q,\alpha}(G_1, \ldots, G_K) \) is defined as

\[
\min_{S \in \Pi(\mu_1, \ldots, \mu_K)} \left( 1 - \alpha \right) \sum_{v_1, \ldots, v_K \in G_1} C(v_1, \ldots, v_K) S(v_1, \ldots, v_K) + \alpha \sum_{v_1, \ldots, v_K \in G_1} \sum_{1 \leq j, k \leq K, v_j, v_k} |C_j(v_j, v_k) - C_k(v_j, v_k)|^q S(v_1, \ldots, v_K) S(v_1, \ldots, v_K),
\]

(2)

**Hierarchical Multi-network Alignment**

**Problem 1.** Hierarchical multi-network alignment.

*Given:* (1) \( K \) attributed networks \( G_i = \{ A_i, X_i \} \), and (2) a set of anchor node sets \( L \) indicating which nodes are aligned a priori.

*Output:* (1) cluster-level alignment sets \( C^j = \bigcup_{i=1}^K C^j_i \) for \( j = 1, \ldots, M \), where \( M \) is the number of clusters and \( C^j_i \) is the set of nodes from \( G_i \) that are clustered to the \( j \)-th cluster; and (2) node-level alignment tensors \( S^j \) for \( C^j \), whose entry indicates how likely nodes are aligned.

An illustrative example is shown in Figure 1. Given the anchor node set \( \mathcal{L} \), the 1st cluster-level alignment \( C^1 \) (red circle in the middle figure) consists of clusters \( C^1_1, C^1_2 \) and \( C^1_3 \), and corresponding \( S^1 \) indicates alignments among nodes in \( C^1_1, C^1_2 \) and \( C^1_3 \). Note that Problem 1 is a generalized version of single-level pairwise network alignment. For example, when \( K = 2 \), the problem degenerates to the hierarchical pairwise alignment problem (Xu, Luo, and Carin 2019; Zhang et al. 2019). When \( M = 1 \), the problem degenerates to the single-level multi-network alignment problem (Chu et al. 2019).

**OPTIMIZATION FORMULATION**

In this section, we present our hierarchical MOT-based multi-network alignment framework. A position-aware cost tensor is first developed to depict high-order relationships across networks. Then the multi-network alignment problem is formulated as a hierarchical MOT problem, including cluster-level alignment based on FGW barycenter and node-level alignment based on MFGW distance.

### Position-Aware Cost Tensor

Modeling node relationship across multiple networks is essential for multi-network alignment. Consistency-based methods (Du, Liu, and Tong 2021; Li et al. 2021; Zhang and Tong 2016) model node relationships by the Kronecker product graph, the size of which becomes intractable for large networks. Embedding-based methods (Heimann et al. 2018;
Zhang et al. 2020, 2021) generate embedding spaces for different network pairs but suffer from the space disparity issue.

To overcome the above limitations, we adopt the unified RWR to generate position-aware node embeddings in a unified space (Yan, Zhang, and Tong 2021; Yan et al. 2024). The idea is to treat nodes in an anchor node set as one identical landmark in the embedding space and construct a unified space by encoding positional information with respect to (w.r.t.) same landmarks. Formally speaking, given the p-th anchor node set \( \{i_1, \ldots, i_p\} \in L \) where \( i_p \) is the anchor node from \( G \), the RWR score vector \( r_p \in \mathbb{R}^n \) depicting the relative positions of nodes from \( G \) w.r.t. \( i_p \) is computed by (Tong, Faloutsos, and Pan 2006)

\[
r_{ip} = (1 - \beta)W_ir_{ip} + \beta e_{ip},
\]

where \( \beta \) is the restart probability. \( W_i = (D_i^{-1}A_i)^T \) is the transpose of the row normalized matrix of \( A_i \), and \( e_{ip} \) is an \( n \)-dimensional one-hot vector with \( e_{ip}(i_p) = 1 \).

The final positional embedding is the concatenation of the RWR scores w.r.t. different anchor node sets in \( L \), i.e., \( R_i = [r_{i1} \ldots r_{ip}] \in \mathbb{R}^{n \times |L|} \).

When node attributes are available, we use the concatenation of node attribute and positional embedding as the node embedding, i.e., \( Z_i = [X_i \| R_i] \) for \( G \). Otherwise, we simply use \( R_i \) as the node embedding, i.e., \( Z_i = R_i \). Given a set of node embeddings \( \{Z_1, \ldots, Z_K\} \), the position-aware cost tensor \( C \) is computed by the total sum of all pairwise node distances as follows (Alaux et al. 2019):

\[
C(v_1, \ldots, v_K) = \sum_{1 \leq j, k \leq K} \|Z_j(v_j) - Z_k(v_k)\|_2. 
\]

FGW-based Cluster-level Alignment

Hierarchical structures are ubiquitous in real-world networks, and exploring such cluster structures can benefit the multi-network alignment task in both effectiveness and scalability (Zhang et al. 2019; Jing et al. 2023; Liu et al. 2019). For example, as shown in Figure 1, if cluster-level alignments are known, we can dramatically shrink the solution space by only considering nodes in the aligned clusters for node-level alignments. To obtain high-quality cluster-level alignments, we follow a similar approach as (Xu, Luo, and Carin 2019) based on the FGW barycenter (Titouan et al. 2019).

Given \( K \) networks \( G_i = \{A_i, X_i\} \) and their probability measures \( \mu_i \), the FGW barycenter \( G_b = \{A_b, X_b\} \) serves as a consensus graph that is close to all given graphs in terms of the FGW distance. Regarding each node in \( G_b \), as the barycenter of one cluster, nodes transported to the same barycenter form a cluster-level alignment. Specifically, we adopt the \( L_2 \) norm between node attributes as the cross-cost matrices, i.e.,

\[
C_{\text{cross}}(v, u) = \|X_i(v) - X_b(u)\|_2, \forall v \in G_i, u \in G_b,
\]

depict node relationships between \( G_i \) and \( G_b \). The FGW-based cluster-level alignment problem is formulated as

\[
\arg \max_{A_i, X_i} \sum_{i=1}^K \text{FGW}_{2, \alpha}(C_{\text{cross}}, A_i, A_b, \mu_i, \mu_b).
\]

By exploiting the OT coupling \( S_i \) between \( G_i \) and barycenter \( G_b \), nodes \( v_i \in G_i \) are deterministically assigned to the barycenter node \( b_j \in G_b \) such that \( b_j = \arg \max_{b \in G_b} S_i(v_i, b) \). Note that these barycenter nodes \( b_j \) serves as “references” connecting nodes \( v_i \) in cluster \( C_i \) in different graph \( G_i \), hence providing a cluster-level alignment \( C_i = \bigcup_{k=1}^K C_{i,k} \). An illustrative example is given by the middle subfigure of Figure 1.

MFGW-based Node-level Alignment

The MFGW distance in Definition 2 provides a joint distance measure for multiple networks given their attributes and structure, and the optimal coupling \( S \) as a by-product of the MFGW distance, indicates the high-order node alignments across networks.

To make the computation more tractable, we first propose a tensor form MFGW distance as follows

**Proposition 1.** The MFGW distance in Eq. (2) with \( q = 2 \) can be formulated into a tensor form as:

\[
\min_{S \in \Pi(\mu_1, \ldots, \mu_K)} \langle(1 - \alpha)C + \alpha L, S\rangle,
\]

where \( \langle C(v_1, \ldots, v_K) = (K - 1) \sum_{j=1}^K C_j(v_j, \cdot)^2 P_j(S) - 2 \sum_{1 \leq j < k \leq K} C_j(v_j, \cdot)P_j(S)C_k(v_k, \cdot)^T \rangle \).

Directly applying the MFGW on node alignments still leads to intractable time and space complexities. To overcome this issue, we achieve an exponential reduction in both complexities by only considering node alignments inside the aligned clusters \( C^j \), which decomposes the original problem of size \( O(n^K) \) into \( M \) independent in-cluster node-level alignment subproblems, each with size \( O\left( \frac{n!}{M!} \right) \).

Following a common practice (Titouan et al. 2019), we represent clusters \( C_i \in C^j \) as discrete uniform distributions \( \mu_i = 1/|C_i| \) supported on its nodes. Together with the position-aware cost tensor \( C^j \) in Eq. (4) and the intra-cluster adjacency matrices \( A_1^j, \ldots, A_K^j \) describing intra-cluster node connectivity, the node-level alignment subproblem is formulated as the following MFGW problem:

\[
S^j = \arg \min_{S \in \Pi(\mu_1^j, \ldots, \mu_K^j)} \langle(1 - \alpha)C^j + \alpha L^j, S\rangle, \forall j = 1, \ldots, M.
\]

where \( S^j \) is the node-level alignment tensor for \( C^j \).

**ALGORITHM AND ANALYSIS**

In this section, we present and analyze our optimization algorithm HOT. We first adopt the block coordinate descent (BCD) method to solve the FGW-based cluster-level alignment. Afterward, the MFGW-based node-level alignment is solved by the proximal point method to a local optimum. Relevant analyses of the proposed HOT are carried out thereafter.

**Optimization Algorithm**

FGW-based cluster-level alignment in Eq. (5) is a non-convex multivariate optimization problem and can be efficiently solved by the BCD algorithm (Ferradas et al. 2014). Specifically, the objective is minimiz w.r.t. \( S_i, A_i \) and \( X_i \) iteratively. For the \( t \)-th iteration, the minimization w.r.t. three variables are calculated as follows.
After, where \( Q \) is decoupled from each other, so it is equivalent to minimizing K FGW distances independently. Note that the optimization problem in Eq. (8) is a special case (i.e., two-sided OT setting) of the MFGW problem in Definition 2, and can be efficiently solved by the proximal point method introduced later in this section.

Second, fixing \( S \) and \( X \), the optimal value for the adjacency matrix \( A \) of \( G \) can be computed by the first-order optimality condition as (Peyré, Cuturi, and Solomon 2016)

\[
A^{(t+1)} = \frac{1}{\mu_k} \sum_{i=1}^{K} S_{i}^{(t+1)^T} A_{i} S_{i}^{(t+1)}.
\]

Third, fixing \( S \) and \( X \), the objective function is quadratic w.r.t. the node attribute matrix \( X \), whose optimal value can be efficiently computed as (Cuturi and Doucet 2014)

\[
X^{(t+1)} = \sum_{i=1}^{K} \left( \text{diag} \left( \frac{1}{\mu_k} \right) S_{i}^{(t+1)^T} X_{i} \right).
\]

By iteratively applying Eqs. (8)-(10), the algorithm converges to the local optimal barycenter (Titouan et al. 2019).

**MFGW-based node-level alignment.** In order to handle the non-convex objective function in Eq. (7), we generalize the proximal point method (Xu et al. 2019) to the multi-marginal setting with guaranteed convergence to a local optimum. The key idea is to decompose the non-convex problem into a series of convex subproblems regularized by the proximal operator. We adopt the KL divergence as the proximal setting with guaranteed convergence to a local optimum (Titouan et al. 2019). Third, fixing \( S \) and \( A \), the optimization w.r.t. the node attribute matrix \( X \), whose optimal value can be efficiently computed as (Cuturi and Doucet 2014)

\[
X^{(t+1)} = \sum_{i=1}^{K} \left( \text{diag} \left( \frac{1}{\mu_k} \right) S_{i}^{(t+1)^T} X_{i} \right).
\]

By iteratively applying Eqs. (8)-(10), the algorithm converges to the local optimal barycenter (Titouan et al. 2019).

First, fixing \( A \) and \( X \), the optimization w.r.t. \( S \) is formulated as

\[
S_{i}^{(t+1)} = \sum_{j=1}^{K} \min_{S_j \in \Pi(\mu_j, \mu_k)} ((1 - \alpha)C_{cross_j} + \alpha L_j, S_j)
\]

\[
= \min_{S_i \in \Pi(\mu_k, \mu_i)} ((1 - \alpha)C_{cross_i} + \alpha L_i, S_i).
\]

The last equation is due to the fact that \( S \) is decoupled from each other, so it is equivalent to minimizing K FGW distances independently. Note that the optimization problem in Eq. (8) is a special case (i.e., two-sided OT setting) of the MFGW problem in Definition 2, and can be efficiently solved by the proximal point method introduced later in this section.

Second, fixing \( S \) and \( X \), the optimal value for the adjacency matrix \( A \) of \( G \) can be computed by the first-order optimality condition as (Peyré, Cuturi, and Solomon 2016)

\[
A^{(t+1)} = \frac{1}{\mu_k} \sum_{i=1}^{K} S_{i}^{(t+1)^T} A_{i} S_{i}^{(t+1)}.
\]

Third, fixing \( S \) and \( A \), the objective function is quadratic w.r.t. the node attribute matrix \( X \), whose optimal value can be efficiently computed as (Cuturi and Doucet 2014)

\[
X^{(t+1)} = \sum_{i=1}^{K} \left( \text{diag} \left( \frac{1}{\mu_k} \right) S_{i}^{(t+1)^T} X_{i} \right).
\]

By iteratively applying Eqs. (8)-(10), the algorithm converges to the local optimal barycenter (Titouan et al. 2019).
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**MFGW-based node-level alignment.** In order to handle the non-convex objective function in Eq. (7), we generalize the proximal point method (Xu et al. 2019) to the multi-marginal setting with guaranteed convergence to a local optimum. The key idea is to decompose the non-convex problem into a series of convex subproblems regularized by the proximal operator. We adopt the KL divergence as the proximal setting with guaranteed convergence to a local optimum (Titouan et al. 2019). Third, fixing \( S \) and \( A \), the optimization w.r.t. the node attribute matrix \( X \), whose optimal value can be efficiently computed as (Cuturi and Doucet 2014)

\[
X^{(t+1)} = \sum_{i=1}^{K} \left( \text{diag} \left( \frac{1}{\mu_k} \right) S_{i}^{(t+1)^T} X_{i} \right).
\]

By iteratively applying Eqs. (8)-(10), the algorithm converges to the local optimal barycenter (Titouan et al. 2019).

**Theoretical Analysis.**

Without loss of generality, we assume that networks share a comparable size, each with \( O(n) \) nodes and \( O(m) \) edges. For brevity, we denote the average cluster size as \( \pi = \frac{n}{2} \).

**Complexity analysis.** We first provide a complexity analysis of the proposed HOT as follows.

**Proposition 2.** With K graphs, M clusters, and T proximal point iterations, the space complexity of HOT is \( O(Mn^2K) \), and the time complexity is \( O(TMn^2K) \).

For space complexity, the overall \( O(Mn^2K) \) achieves an exponential reduction of space in terms of the number of graphs \( K \) compared to \( O(n^2) \) given by the straightforward method, which finds the full node-level alignment tensor without cluster-level alignment. For time complexity, the first term \( O(TMn^2K) \) corresponds to the cluster-level alignment, and the second term \( O(Tn^2K) \) accounts for the node-level alignment. For cases where \( O(\pi) < O(\frac{\pi}{n^2/K}) \), the time complexity is determined by the cluster-level alignment and can be approximated by \( O(TKMn^2K) \), which is quadratic w.r.t. \( n \) and linear w.r.t. \( K \). Otherwise, the time complexity mostly lies in the node-level alignment and can be approximated by \( O(TKMn^2K) \), which is quadratic w.r.t. \( n \) and linear w.r.t. \( K \). Since that \( \pi = \frac{n}{2} \), we achieve an exponential reduction of time in terms of the number of graphs \( K \) compared to \( O(TK^2n^2K) \) of the straightforward method.

**Optimality and convergence.** First, for the position-aware cost tensor in Eqs. (3) and (4), the computation has guaranteed convergence via the fixed point method as the eigenvalues of \( W \) lie in [-1,1]. Second, for the FGW barycenter computation, the solution sequence given by the BCD method converges to a stationary point (Titouan et al. 2019). Third, for the MFGW computation, we have the following proposition stating that the proximal point method converges to a local optimum of the MFGW problem.

**Proposition 3.** The solution sequence \( S_{i}^{(t)} \) given by the proximal point method converges to a stationary point of the MFGW problem in Definition 2.

The general idea is to show the regularized objective is an upper bound of the original objective and further take advantage of the convergence theorem of the successive upper-bound minimization method (Razaviyayn, Hong, and Luo 2013; Xu et al. 2019). Therefore, the proposed HOT is guaranteed to converge to the local optimum.

**Connection with pairwise FGW distance.** Besides, we reveal the close connection between FGW and MFGW distance. When adopting the square loss, i.e., \( q = 2 \), the MFGW distance can be computed as

\[
S_{i}^{(t+1)} = \exp\left(-\frac{Q_{i}^{(t)}}{\lambda}\right) \otimes \bigotimes_{i=1}^{K} u_{i}^{(t)}.
\]
distance is lower bounded by the sum of FGW distances between all possible pairs. In other words, the joint distance between multiple networks is likely to be underestimated by the pairwise FGW distance.

**Theorem 1.** Given $K$ graphs $G_1, G_2, \ldots, G_K$, the MFGW distance is lower bounded by the sum of all pairwise FGW distances, that is:

$$\sum_{1 \leq j < k \leq K} \text{FGW}_{2,\alpha}(G_j, G_k) \leq \text{MFGW}_{2,\alpha}(G_1, G_2, \ldots, G_K).$$

**EXPERIMENTS**

We evaluate the proposed HOT from the following aspects:

- Q1. How effective is the proposed HOT? 
- Q2. How scalable is the proposed HOT? 
- Q3. How is the convergence of the proposed HOT? 
- Q4. How robust is the proposed HOT to hyperparameters?

**Datasets.** Our method is evaluated on both plain networks, including Douban, ER and DBLP, and attributed networks, including ACM(A) and DBLP(A). To mitigate the effect of data split, we randomly split the datasets into 10 folds, using 1 fold (i.e., 10%) for training and the rest 9 folds for testing. We report the mean and standard deviation of the alignment results with different training/test splits.

**Baseline methods.** The proposed HOT is compared with a variety of baseline methods, including (1) consistency-based methods: IsoRank (Singh, Xu, and Berger 2008), FINAL (Zhang and Tong 2016), MOANA (Zhang et al. 2019), and SYTE (Du, Liu, and Tong 2021), (2) embedding-based methods: CrossMNA (Chu et al. 2019), NetTrans (Zhang et al. 2020), NeXtAlign (Zhang et al. 2021), and Grad-Align (Park et al. 2022), and (3) OT-based methods: GW (Mémoli 2011), FGW (Titouan et al. 2019), Low-rank OT (LOT) (Scetbon, Cuturi, and Peyré 2021), S-GWL (Xu, Luo, and Carin 2019), and WALign (Gao, Huang, and Li 2021). For pairwise alignment methods, we run them on each pair of networks and integrate the alignment matrices by multiplication (e.g., for networks $G_1, G_2, G_3$, the alignment tensor is obtained by $S(x, y, z) = S_{G_1}(x, y)S_{G_2}(x, z)S_{G_2}(y, z)$).

**Parameter settings.** In our experiments, we adopt a consistent parameter setting with $\lambda = 10^{-3}$, $\alpha = 0.5$, and $\beta = 0.15$. For number of clusters, we set $M = \left\lceil \frac{\log n}{\Delta} \right\rceil$ for all datasets.

**Metrics.** We evaluate the effectiveness in terms of pairwise Hits@K (PH@K), high-order Hits@K (HH@K) (Du, Liu, and Tong 2021) and Mean Reciprocal Rate (MRR). Given a test node $x_1 \in G_1$, if any corresponding node $x_i \in G_i$ exists in the top-$K$ most similar node sets, it is regarded as a pairwise hit. Only if the whole corresponding node set $\{x_i\}$ appears in the top-$K$ most similar node sets, it is regarded as a high-order hit. For a test dataset with $n$ node sets, the Hits@K is computed by $\text{Hits@K} = \frac{\# \text{ of hits}}{n}$, and MRR is computed by the average of the inverse of high-order alignment ranking $\text{MRR} = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\text{rank}(x_i)}$.

---

1. Code and datasets are available at https://github.com/zhichen98/HOT-AAAI24

**Effectiveness Results**

The alignment results on plain and attributed networks are shown in Figures 2 and 3 respectively. For better visualization, we use “×” for consistency-based, “•” for embedding-based and “*” for OT-based methods.

It is shown that HOT outperforms all baselines in most cases with more significant outperformance on:

- plain networks than attributed networks, thanks to the position-aware cost tensor and the MFGW distance addressing the topological relationship across multiple networks jointly, which is particularly important to plain networks where node attributes are unavailable.
- high-order metrics than pairwise metrics, as the proposed HOT aligns networks jointly, whereas many baselines align networks in pairs, resulting in incompatible alignment scores and node embeddings in disparate spaces.
- harder metrics (e.g., Hits@1) than softer metrics (e.g., Hits@50). This is due to the exponential term in Eq. (8) that provides more deterministic and noise-reduced alignments (Mena et al. 2018; Zeng et al. 2023a), compared with the uncertain alignments given by many baselines.

Compared with consistency-based methods, HOT outperforms the best competitor by at least 55.3% in PH@10, 51.9% in HH@10, and 42.9% in MRR on plain networks. On attributed networks, HOT surpasses the best competitor at least 57.3% in PH@10, 53.3% in HH@10, and 68.2% in MRR. The limited performance of consistency-based methods owes to the fact that the consistency principle only enforces the consistency between aligned node pairs (Zhang and Tong 2016) and fail to model the high-order node relationships jointly. Besides, HOT achieves comparable running time as consistency-based methods when aligning small networks (e.g., Douban-230 and ER-500) and faster speed when aligning large networks (e.g., ACM(A)-1000 and DBLP(A)-1000).

In comparison to embedding-based methods, HOT outperforms the best competitor by at least 4.0% in PH@10, 12.0% in HH@10, and 1.2% in MRR on plain networks. On attributed networks, HOT surpasses the best competitor by at least 3.1% in PH@10, 1.0% in HH@10, and 2.8% in MRR. While the best competitor NEXTALIGN (Zhang et al. 2021) achieves comparable PH@K, HOT significantly outperforms it in HH@K and MRR. This is because embedding-based methods basically optimize a ranking-based loss addressing pairwise distances, while the joint high-order relationships are largely ignored.

For OT-based methods, empirical evaluation shows that HOT outperforms the best competitor by at least 35.4% in PH@10, 15.8% in HH@10, and 6.3% in MRR. On attributed networks, HOT outperforms the best OT-based competitor by at least 0.2% in PH@10, 0.4% in HH@10, and 1.4% in MRR. Although LOT adopts a similar idea as HOT that explores the low rank structure in the pairwise alignment matrix, i.e., cluster structure in graphs, the low rank structure is inconsistent for different network pairs, hence may fail to be generalized to the multi-network setting.

---

2. Slight deviations from results in (Du, Liu, and Tong 2021) may exist due to different ways to categorize node attributes.
Scalability Results

We study the scalability of the proposed HOT. In general, we evaluate the scalability w.r.t. the number of nodes $n$ by aligning three ER graphs with different sizes, and the scalability w.r.t. the number of graphs $K$ by aligning multiple ER graphs with 100 nodes. The time complexity and space complexity results are shown in Figure 4 and Figure 5 respectively. We terminate the program if it can not finish in 300 seconds or exceeds the memory capacity (8GB).

For time complexity, when the number of nodes $n$ scales up (Figure 4(a)), HOT achieves up to $70\times$ faster speed and $50\times$ scale up in $n$ compared with baselines. When the number of graphs $K$ scales up (Figure 4(b)), HOT achieves up to $360\times$ faster speed and $4\times$ scale up in $K$ compared with baselines. Such substantial outperformance can be attributed to the hierarchical nature of HOT (i.e., the block-diagonal structure of $\mathcal{S}$). In contrast, other baselines with dense alignment tensor are out-of-memory (OOM) when $K \geq 5$.

For space complexity, when the number of nodes $n$ scales up (Figure 5(a)), HOT only consumes $\frac{1}{1000} \times$ memory and scales up $10\times$ in $n$ compared with baselines. When the number of graphs $K$ scales up (Figure 5(b)), HOT only consumes $\frac{1}{1000} \times$ memory and scales up $5\times$ in $K$ compared with baselines. Similarly, this is due to the utilization of block-diagonal property of $\mathcal{S}$ achieving an exponential reduction in time and space complexities.

Besides, comparing HOT with different cluster number $M$ in both Figures 4 and 5. When the cluster size $\pi$ is small (e.g., left-most points with the number of nodes = 100), larger $M$ results in higher time and space complexities as the cluster-level calculation is the dominant factor under such condition. However, when more nodes or networks are involved, both complexities are mostly dominated by the node-level alignment, where a larger $M$ is preferred for better scalability.
This is because attributes in DBLP(A)-500 dataset are quite informative, and the alignment almost exclusively depends on the structure when $\alpha \rightarrow 1$. This is because attributes in DBLP(A)-500 dataset are quite informative, and the alignment almost exclusively depends on the structure when $\alpha \rightarrow 1$. Note that even under such an extreme case, HOT still achieves good performance.

**Related Work**

**Network alignment.** Extensive efforts have been made for pairwise network alignment. Consistency-based methods (Koutra, Tong, and Lubensky 2013; Singh, Xu, and Berger 2008; Zhang and Tong 2016) are built upon the alignment consistency principle, which assumes similar node pairs to have similar alignment results. Embedding-based methods (Chu et al. 2019; Du, Yan, and Zha 2019; Zhang et al. 2021, 2020; Liu et al. 2016; Yan et al. 2021, 2023; Liu et al. 2022) generate low-dimensional node embeddings by pushing anchor node pairs as close as possible in the embedding space, enforced by contrastive loss (Jing, Park, and Tong 2021; Jing et al. 2022a). OT-based methods (Maretic et al. 2022; Xu, Luo, and Carin 2019; Xu et al. 2019; Zeng et al. 2023a; Zhao et al. 2020a,b; Wang et al. 2023) represent graphs as distributions and optimize the distribution alignment by minimizing the Wasserstein-like discrepancy. To reduce the time complexity, a line of work leverages the hierarchy of graphs by finding clusters in graphs (Zhang et al. 2019; Jing et al. 2022b; Wang, Dou, and Zhang 2022) to accelerate the pairwise alignment following a coarse-align-interpolate strategy. For multi-network alignment, the transitivity constraint was first proposed to ensure the consistency between alignments for different network pairs (Chu et al. 2019; Zhang and Philip 2015; Zhou et al. 2020), but is hard to handle due to the non-convexity. The product graph, whose size becomes intractable in the multi-network setting, is adopted to model high-order alignment consistency (Du, Liu, and Tong 2021; Li et al. 2021). The low-rank approximation is explored for fast implicit solutions (Du, Liu, and Tong 2021; Li et al. 2021; Liu and Yang 2016), but high complexities are still inevitable when reconstructing the explicit solution.

**Optimal transport on graphs.** OT has achieved great success in handling geometric data such as graphs. Apart from network alignment reviewed above, OT has been applied in other graph-related tasks, including graph comparison (Titouan et al. 2019), graph clustering (Xu, Luo, and Carin 2019), graph compression (Garg and Jaakkola 2019) and graph representation learning (Vincent-Cuaz et al. 2021; Zeng et al. 2023b). The superiority of OT on graphs is rooted in its ability to capture the intrinsic geometry (Peyré, Cuturi, and Solomon 2016) and compare objects in different metric spaces, e.g., graphs (Mémoli 2011). While most OT literature is restricted to the two marginal cases, a few works (Beier, Beinert, and Steidl 2022; Fan et al. 2022; Pass 2015) study the multi-marginal setting suffering from the complex problem formulation and intractable computation. In this paper, we fill this gap by generalizing the FGW distance to the multi-marginal setting, followed by a fast proximal point solution with convergence to a local optimum.

**Conclusion**

In this paper, we study the multi-network alignment problem from the view of hierarchical multi-marginal optimal transport (MOT). To handle the high computational complexity, we explore the hierarchical structure of graph data and decompose the original problem into smaller cluster-level and node-level alignment subproblems. To depict high-order node relationships, a position-aware cost is first generated based on the unified random walk with restart (RWR) embeddings, and the multi-marginal fused Gromov-Wasserstein (MFGW) distance is further leveraged to align multiple networks jointly. A fast algorithm is proposed with guaranteed convergence to a local optimum, reducing both time and space complexities by an exponential factor in terms of the number of networks compared with the straightforward solution. Extensive experiments validate the effectiveness and scalability of the proposed HOT on the multi-network alignment task.
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