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Abstract

In application domains requiring mission-critical decision-making, such as finance and robotics, the optimal policy derived by reinforcement learning (RL) often hinges on a preference for risk management. Yet, the dynamic nature of risk measures poses considerable challenges to achieving generalization and adaptation of risk-sensitive policies in the context of RL. In this paper, we propose a risk-conditioned RL framework that enables rapid policy adaptation to varying risk measures via a unified risk representation, Weighted Value-at-Risk (WV@R). To sample risk measures that avoid undue optimism, we construct a risk proposal network employing a conditional adversarial auto-encoder and a normalizing flow. This network establishes coherent representations for risk measures, ensuring the monotonicity of the quantile representations of risk measures. Through experiments with locomotion, finance, and self-driving scenarios, we show that our framework is capable of adapting to a range of risk measures, achieving comparable performance to the baselines individually trained for each measure. The framework often outperforms the baselines, especially in the cases when exploration is required during training but risk-aversion is favored during evaluation.

1 Introduction

Reinforcement learning (RL) offers a promising approach to various sequential decision-making problems found in real-world applications, including robotics, finance, and autonomous driving. This is achieved by maximizing the rewards obtained from these environments. Many of these tasks inherently possess uncertainty, and the behavior of RL agents varies depending on the evaluation criteria used to measure this uncertainty. We refer to this (aleatoric) uncertainty as risk and to the evaluation criteria that consider this uncertainty as risk measures. We also refer to the risk measure’s degree of optimism as risk preference. For example, conditional value at risk (CV@R) with confidence \( \alpha \in [0, 1] \) is a risk measure calculated by taking the average from the most pessimistic return to the \( \alpha \)-th quantile.

The choice of an appropriate risk measure is crucial in that it influences the agent’s behavior, which can lead to undesired outcomes such as physical harm. However, determining the appropriate risk measure is challenging because a universal solution may not exist. Moreover, optimal risk measures can vary significantly across different applications or among individual users. For instance, in the area of autonomous driving, the selection of risk measures should take into account various factors such as time constraints, fuel levels, and the specific needs of passengers. A self-driving agent for delivery service might prioritize a risk measure that emphasizes time constraints, whereas a family-oriented service, especially one transporting young children, might place a premium on safety above all else. In the realm of finance, risk measures should be chosen according to interest rates, prevailing market conditions, and a client’s unique risk preferences (Acerbi, Nordio, and Sirtori 2001; Acerbi and Simonetti 2002; Adam, Houkari, and Laurent 2008; He, Jin, and Zhou 2015; BCBS 2009). For example, when the base rate increases, individuals tend to be risk-averse and vice versa.

For an RL agent to adapt to varying risk measures, it should be conditioned based on varying risk measures rather than being optimized for a single specific risk measure. Choi et al. (2021) proposed RCDSAC, a risk-conditioned RL framework, which adapts to specific ranges of risk measures, defined by simple parameters. However, the ranges of risk measures that RCDSAC can accommodate are relatively specific, thereby limiting its applicability. For example, CV@R and median are considered essential risk measures in both finance and non-finance areas (Zhang et al. 2018; Puzzo, Cantet, and Fioretti 2003; Jabr 2005; Rahimi and Ghezavati 2018; BCBS 2009), but RCDSAC is not designed to handle these risk measures simultaneously.

Our goal is to expand the range of risk measures for risk-conditioned RL agents, based on the weighted value at risks (WV@R). WV@R represents a comprehensive set of risk measures with varying degrees of importance from the most pessimistic to the most optimistic returns. It is defined as the weighted integral over the quantile function of returns (He, Jin, and Zhou 2015). This universality allows risk-conditioned agents to simultaneously handle diverse risk measures.

To train a risk-conditioned agent using WV@R within the context of RL, it is crucial to appropriately represent risk measures as inputs to the agent’s neural network. To access the RL loss with respect to these risk measures, it is also required to conditionally sample risk measures from WV@R.
in the quantile form. As excessively optimistic risk measures might have a detrimental impact on training (Kuznetsov et al. 2020), it is important to control over risk preference settings. To address these challenges, we introduce a risk proposal network, designated to conditionally generate risk measures from the \( W\bar{V}@R \) set in accordance with risk preferences.

While generating risk measures, we often encounter the crossing quantile problem where the estimated quantile function violates its fundamental monotone property. A risk-conditioned agent struggles in learning from \( W\bar{V}@R \) risk measures due to the semantic (importance) distortion by the crossing quantile. See Figures 2 and 7 for the problem.

To tackle the problem, we employ a non-crossing quantile regression approach that uses normalizing flows. This approach employs a conditional adversarial auto-encoder (AAE) as a generative model to produce proper \( W\bar{V}@R \) risk measures. Consequently, the agent’s actions can be aligned according to these risk measures.

Throughout several experiments with self-driving and finance case studies, our approach demonstrates that risk-conditioned RL agents trained through the risk proposal network achieve robust performance comparable to IQN (Dabney et al. 2018), a state-of-the-art risk-sensitive RL framework. This achievement is remarkable, considering that our approach is not tailored to specific evaluation risk measures, but universal in nature. We posit that this performance advantage stems from more effective exploration strategies, as elaborated in (Zhou, Wang, and Feng 2020).

Our contributions are as follows:

- We introduce a novel framework for risk-conditioned RL agents using \( W\bar{V}@R \) that encompasses a wide range of diverse risk measures.
- We devise the risk proposal network to effectively embed risk measures and generate them.
- We also provide the non-crossing quantile regressor to ensure the semantics of generated risk measures.
- We demonstrate the generality and superiority of our approach with several case studies.

## 2 Related Work

**Risk-sensitive RL:** In the field of risk-sensitive RL, traditional research has focused on optimizing RL agents for specific risk measures (Howard and Matheson 1972; Sato, Kimura, and Kobayashi 2001; Mihatsch and Neuneier 2002; Tamar, Glassner, and Mannor 2015; Chow et al. 2017; Dabney et al. 2018; Vadori et al. 2020). Early efforts include optimizing an instance of \( W\bar{V}@R \) like worst-case (Mihatsch and Neuneier 2002) or CV@R (Tamar, Glassner, and Mannor 2015; Chow et al. 2017; Dabney et al. 2018).

Notably, the IQN framework (Dabney et al. 2018), which bridges the distributional RL and risk-sensitive RL, stands out for its ability to compute the \( W\bar{V}@R \)-based risk measures by estimating a quantile function of a policy’s returns. RCD-SAC (Choi et al. 2021) extends the application of risk-sensitive RL to risk-conditioned RL within the IQN framework. It focuses on a risk measure that could be parameterized as subsets of \( W\bar{V}@R \) (e.g., CV@R, CPW), and achieves the risk-conditioned objective through a uniform sampling of these parameters. However, in this approach, risk measures whose parameter spaces are not shared cannot be addressed simultaneously. In our work, this limitation is addressed by introducing an encoder for risk measures in \( W\bar{V}@R \).

**Crossing Quantile Problem:** The crossing quantile problem is a significant concern in both statistics (Bondell, Reich, and Wang 2010; Dette and Volgushev 2008) and machine learning areas (Brando et al. 2022; Zhou, Wang, and Feng 2020). In the field of statistics, Brando et al. (2022) tackled the problem by exploring the numerical integration over a non-negative neural network, similar to UCMNN (Wehenkel and Louppe 2019). Yet, it is notably limited by its high computational cost, due to the exhaustive numerical integration.

In the RL literature, Zhou, Wang, and Feng (2020) introduced the non-crossing QR-DQN as a solution to the crossing quantile problem, highlighting the significance of exploration strategies. However, it faces compatibility issues with IQN. This incompatibility lies in its reliance on static points of the domain (i.e., quantile-level or cumulative probabilities) for quantile estimation, in contrast to IQN that samples such points randomly. As a result, the non-crossing QR-DQN is not well-suited for applications in risk-conditioned RL, where diverse sampling strategies for quantile-levels are demanded.

## 3 Problem Formulation

### 3.1 Distributional RL

We introduce our problem’s domain, a Markov Decision Process (MDP), represented as \((\mathcal{S}, \mathcal{A}, r, P, \gamma)\). Here, \(\mathcal{S}\) denotes the state set, \(\mathcal{A}\) the action set, \(r(s_t, a_t)\) the reward for given \((s_t, a_t) \in \mathcal{S} \times \mathcal{A}\), \(P(s_{t+1}|s_t, a_t)\) the transition probability, and \(\gamma \in [0, 1]\) the discount factor (Puterman 2014). For an agent following policy \(\pi\), the discounted future return is represented as \(Q^\pi; Q^\pi(s, a) = \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t)\), where \(s_0 = s\) and \(a_0 = a\), respectively.

To estimate the value under the \( W\bar{V}@R \) risk measure, we need to obtain the quantile of \(Q^\pi\). In particular, we focus on distributional RL that infers the quantile of \(Q^\pi\). Distributional RL aims to estimate the distribution of \(Q^\pi\) rather than its expectation \(\mathbb{E}[Q^\pi]\) (Bellemare, Dabney, and Munos 2017). Distributional RL algorithms achieve the goal by constructing a distributional version of temporal difference (t.d.) loss. We introduce the following definition to formalize the concept.

**Notation 1.** From now on, we will use the symbol \(x\) to represent quantile-levels (domain points) for quantile functions; e.g., \(x_i, \hat{x}_i, x\) will belong to \([0, 1]\) and all of them represent quantile-levels.

**Definition 1.** A quantile of random variable \(Q\) is defined as the inverse function \(F_Q^{-1} : [0, 1] \rightarrow \mathbb{R}\) of the cumulative density function of random variable \(F_Q : \mathbb{R} \rightarrow [0, 1]\). We write \(\hat{Q}(x)\) instead of \(F_Q^{-1}(x)\), whenever clear. For a conditional random variable \(Q\) with respect to variables \(s, a\), we write \(\hat{Q}(x; s, a)\) instead of \(F_Q^{-1}(x|s, a)\).

To estimate the quantile function from data, we also introduce the quantile regression loss.

**Definition 2.** Let \(\{Y_{ij}\}_{j=1}^{K-1}\) be \(K\) \(s\), \(a\) numbers of realized random variables to estimate (i.e., ground truth) and
We formalize our objective as follows. Let \( \Phi = \{ \phi : [0, 1] \to [0, \infty] \}^{+} \) be the estimated \( x_i \)-th quantile where \( K \in \mathbb{N} \). The quantile regression loss is an asymmetric \( L^1 \) loss such as

\[
\mathcal{L}_{Q_R}(\delta_{ij}) = \frac{1}{K'} \sum_{j=1}^{K'} \sum_{i=1}^{K} (|x_i - \Phi_{ij}| < 0) \cdot |\delta_{ij}| \tag{1}
\]

where \( \delta_{ij} = Y_j - Y_\theta(x_i) \) and \( i = 1, \ldots, K, j = 1 \ldots K' \).

We also introduce the distributional Bellman-optimality equation (Bellemare, Dabney, and Munos 2017) defined as

\[
Q^*(s_t, a_t) = \min_{a} \mathbb{E}_{s_{t+1}, \bar{a} \sim A}[Q^*(s_{t+1}, \bar{a})] + \gamma Q^*(s_t, a_t) + \gamma \mathbb{E}_{z_t \sim U}[z_t] \tag{2}
\]

where \( a = \arg \max \mathbb{E}_{s_{t+1}, a_t \sim A}[Q^*(s_{t+1}, a_t)] \). To obtain the optimal \( Q^* \)'s quantile estimator, denoted by \( \hat{Q}_\theta \), we minimize the quantile t.d. loss across agencies.

The quantile t.d. error is defined as

\[
\delta_{ij} = r(s_t, a_t) + \gamma \hat{Q}_\theta(x_j; s_{t+1}, a_t) - \hat{Q}_\theta(x_i; s_t, a_t) \tag{3}
\]

where \( a \) is that of Eq. (2). Applying \( \delta_{ij} \) to Eq. (1), we obtain the quantile t.d. loss. Note that sampling strategies for \( x_i, x_j \) are algorithm dependent; e.g., TQC (Kuznetsov et al. 2020) and IQN have different sampling strategies.

To define a risk-sensitive objective, we formalize \( WV@R \) as below.

\[
WV@R(Q; \phi) := \int_0^1 \hat{Q}(x) \phi(x) dx \equiv \mathbb{E}_{x \sim \phi} \left[ \hat{Q}(x) \right] \tag{4}
\]

The rightmost term is from the inverse sampling transform and \( \phi : [0, 1] \to [0, \infty] \) is a probability density function on \([0, 1]\) which defines \( WV@R \) risk measures. Since \( \phi \) governs Eq. (4), we refer to \( \phi \) (or its quantile \( \hat{Q}_\phi \)) as a risk measure. The risk-sensitive RL objective for a fixed \( \phi \) is to find the optimal policy \( \pi^* \) such that

\[
\pi^* = \arg \max \mathbb{E}_{x \sim \phi} \left[ \hat{Q}(x; s, \pi(s)) \right]. \tag{5}
\]

If we replace \( a \) with \( \arg \max \mathbb{E}_{s_{t+1}, a_t \sim A}[Q(x_j; s_{t+1}, a_t)] \) in Eq (2), we establish a risk-sensitive RL agent satisfying Eq. (5) (Dabney et al. 2018), which conducts risk-sensitive actions instead of risk-neutral ones.

### 3.2 Our Objective

We formalize our objective as follows. Let \( \pi : S \times \Phi \to A \) where \( \Phi = \{ \phi : [0, 1] \to [0, \infty] \}^{+} \) is the set of risk measures. Let \( \hat{Q}^\pi : [0, 1] \times S \times \Phi \to \mathbb{R} \) be a risk-conditioned action value’s quantile function. From Eq. (5), we define our optimal policy \( \pi^* \) as

\[
\pi^* = \arg \max_{\pi} \mathbb{E}_{x \sim \phi} \left[ \hat{Q}^\pi(x; s, \phi, \pi(s, \phi)) \right] \tag{6}
\]

for all \( s \in S \) and \( \phi \in \Phi \).

As all \( \phi \in \Phi \) constraints can be relaxed to the Monte-Carlo method (Choi et al. 2021; Yang, Sun, and Narasimhan 2019), the objective can be written as

\[
\pi^* = \arg \max_{\phi \sim U[\Phi]} \mathbb{E}_{x \sim \phi} \left[ \hat{Q}^\pi(x; s, \phi, \pi(s, \phi)) \right] \tag{7}
\]

For uniform sampling on risk measures, denoted by \( \phi \sim U[\Phi] \), we exploit a generative model. We also utilize the \((1)-Wasserstein\) distance on the risk measures \( \Phi \), i.e.,

\[
D_W(X, Y) = \int_0^1 |\bar{X}(x) - \bar{Y}(x)| dx \tag{8}
\]

for \( X, Y \in \Phi \). For the distance \( D_W \) in Eq. (8), the generative model is required to reproduce the quantile functions of risk measures \( \phi \), it is because \( D_W \) coincides with the \( L^1 \) distance on the space of quantile functions.

## 4 Approach

### 4.1 Overall Approach

To obtain a risk-conditioned RL agent through the objective in Eq. (6), our work employs a risk-conditioned actor-critic agent and a risk proposal network. The actor-critic agent is responsible for risk-conditioned decision-making, while the risk proposal network is responsible for generating and embedding risk measures, being a conditional generative model. Specifically, the validity of generated risk measures is controlled by a non-crossing quantile regressor, a component of the risk proposal network. We name our framework including the actor-critic agent and the risk proposal network, GRIPS (Generalizing Risk-conditioned Policy based on risk proposal network).

For risk-conditioned actions and values, the risk measure embedding \( z \) is considered an augmented state. Since excessively optimistic risk measures might cause numerical stability issues, we decompose \( z \) into two components \( (z, c) \) for conditional generation. Here, \( z \sim U[0, 1]^N \) is a shape parameter and \( c \sim U[0, \kappa] \) is a risk preference parameter. Note that \( \kappa \in [0, 1] \) is referred to as a cut-off hyper-parameter, which controls \( c \) by

\[
\mathbb{E}[\phi] \approx c \leq \kappa \tag{9}
\]
where $\widehat{\phi}$ is a decoded risk measure from $z = (z, c)$. The details about the decomposition will be explained in Section 4.2. The actor takes the state tuple $(s, z)$ as input, generating action $a$, and the critic takes $(s, z, a)$ and $x_i$ as input, generating the quantile of a state-action value $Q^\pi(s, z, a; x_i)$ for risk measure embeddings $z$ and quantile-level $x_i$.

During the training phase when an agent interacts with the environment and collects data (i.e., roll-out), risk measure embeddings $z_{ro}$ are sampled for each episode and given to the agent$^1$. When computing the RL loss, $z_{tr}$ is resampled, but $z_{ro}$ is discarded, similar to RCDSAC; it discards roll-out risk measure embeddings and resamples the embeddings for training (Choi et al. 2021). Note that both $z_{ro}$ and $z_{tr}$ are sampled to prevent overly optimistic risk preferences upon decoding, with $c \sim U[0, 1]$. Finally, during the deployment phase when the agent is deployed, the risk proposal network encodes the user’s input risk measure $\widehat{\phi}$ in $\widehat{z}$. It is used to infer risk-conditioned actions, enabling the agent to behave in accordance with the risk measure specified by the user’s input. Figure 1 depicts these agent training and deployment phases, and Algorithm 1 lists the training steps.

4.2 Risk Proposal Network

For effective agent training in the GRIPS framework, it is essential to have a model that can not only embed risk measures but also conditionally generate risk measures. The model capable of these functions is a variational-bayesian model (Kingma and Ba 2015). Specifically, we employ an AAE model (Makhzani et al. 2016), considering its flexibility in accommodating any prior distribution.

To overcome the issue, we use the methodology of WGAN-GP (Gulrajani et al. 2017). Furthermore, to mitigate the potential issue of sampling risk measures with excessively optimistic risk preferences, which can have adverse effects on agent training, we incorporate a conditional sampling mechanism into the AAE model. This allows for quantitative sampling based on specified risk preferences $c$ in Eq. (9). This enhanced AAE model is named Risk Proposal Network. Algorithm 2 illustrates its training procedure.

Prior and Posterior: As discussed in Section 3.2, the posterior’s support is quantile functions of risk measures. Specifically, the posterior space $\widehat{\Phi}$ of the risk proposal network is defined as

$$\widehat{\Phi} = \{ \widehat{\phi} : [0, 1] \rightarrow [0, 1] | x_1 < x_2 \Rightarrow \phi(x_1) \leq \phi(x_2) \}. \quad (10)$$

Note that $\widehat{\Phi}$ is a compact space; thus, the prior space of the risk proposal network should be compact, as the encoder of risk-proposal network is a continuous map, which is implemented by a neural network. Accordingly, the prior distribution $U[0, 1]^N$, which is compact and the simplest, is used.

To represent the risk measure $\widehat{\phi}$ as input to the neural network (the risk proposal network), we use the sorted pairs $(\{x_i, y_i\})_{i=1}^K$ such as

$$\{(x_i, y_i) \in [0, 1]^2 | i < j \Rightarrow x_i \leq x_j \text{ and } y_i \leq y_j \} \approx \widehat{\phi} \quad (11)$$

for $i, j = 1, \ldots, K$. To prevent the mode collapse, we sample $y_i = \phi(x_i)$ in a hierarchical manner of $y_i \sim U[m, M]$, where $m \sim U[0, 1]$ and $M \sim U[1, 1]$, while we have $x_i \sim U[0, 1]$.

Architectures: The risk proposal network includes three modules: encoder, decoder, and discriminator. Let $w$ be its model parameters. The encoder $\text{enc}_w$ is responsible for representing risk measures in a form, which is similar to the prior distribution $U[0, 1]^N$. It receives approximated $\widehat{\phi}$ as input (in Eq. (11)) and returns the encoded representation $\widehat{z}$ and risk preference $c \in [0, 1]$ (in Section 4.1). The decoder $\text{dec}_w$ is responsible for reconstructing or generating from the prior distribution. It receives $z, c$, and newly sampled points (i.e., quantile-level) $\{\hat{x}_i \sim U[0, 1]\}_{i=1}^K$, yielding $\{\hat{y}_i \approx \phi(x_i)\}_{i=1}^K$. The discriminator ensures that the encoder learns the prior distribution.

Loss Design: In order for the risk proposal network to be conditioned on risk preferences, we employ the conditional AAE loss defined as

$$\mathcal{L}_{\text{AAE}}(w) = \mathcal{L}_{\text{recon}}(w) + \mathcal{L}_{\text{discr}}(w) + \mathcal{L}_{\text{cond}}(w) \quad (12)$$

where $\mathcal{L}_{\text{recon}}$ is a reconstruction loss, $\mathcal{L}_{\text{discr}}$ is a prior distribution matching loss, and $\mathcal{L}_{\text{cond}}$ is a conditional sampling loss.

To ensure the reconstruction and the continuity between an embedding $z$ and the input (and the output) $\widehat{\phi}$, we use the quantile regression loss $\mathcal{L}_{\text{recon}}$ (in Eq. (1)) such as

$$\mathcal{L}_{\text{recon}}(w) = \mathcal{L}_{\text{QR}}(\delta_{ij}) \quad \text{where } \delta_{ij} = y_j - \hat{y}_i. \quad (13)$$

\[\text{Figure 1: Training and Deployment in GRIPS}\]
Algorithm 2: Risk Proposal Network Training

\[ \text{\(enc_w\): encoder, \(dec_w\): decoder, \(f_\hat{w}\): discriminator} \]
\[
\eta: \text{gradient penalty coefficient, } K: \text{the num. of points} \]
\[
m: U[0, 1], M: U[n, 1], \{y_i \sim U[0, M]\} \]
\[
x_i \sim \text{sort}(U[0, 1]), y_i \sim \text{sort}(y_i), \hat{x}_j \sim U[0, 1] \]

/* Update AAE */
\[
\hat{y}_j \leftarrow \text{dec}_w(\hat{x}_j; \hat{z}), c \} \text{ for } j = 1 \cdots K \]
\[
\delta_{ij} \leftarrow y_i - \hat{y}_j, \Delta_{\text{recon}} \leftarrow L_{QR}(\delta_{ij}) / \text{recon loss in Eq. (13)} \]
\[
\Delta_{\text{disc}} \leftarrow -f_w(z) \cdot \Delta_{\text{cond}} \leftarrow (c - \mathbb{E}[\hat{y}_j])^2 \| \text{Eq. (14), (16)} \]
\[
\Delta_{\text{AAE}} \leftarrow \text{recon} + \Delta_{\text{disc}} + \Delta_{\text{cond}} \]
\[
w \leftarrow \text{update}(w, \nabla_w \mathcal{L}) \]

/* Update discriminator */
\[
\hat{z} \sim \text{U}[0, 1]^N, D_W \leftarrow f_w(z) - f_w(\hat{z}) \| \text{Eq. (15)} \]
\[
z' \leftarrow \rho z + (1 - \rho)\hat{z} \text{ where } \rho \sim \text{U}[0, 1] / \text{interpolate} \]
\[
\mathcal{L}_{\text{GAN}} \leftarrow -D_W + \eta \| \nabla_{z'} f_w(z') - 1 \|^2 \| \text{Eq. (17)} \]
\[
\hat{w} \leftarrow \text{update}(w, \nabla_w \mathcal{L}_{\text{GAN}}) \]

As the embedding space \(Z := \{\hat{z} \in [0, 1]^N | \hat{z} = e_{\text{enc}_w}(\phi)\} \) should have same probability measure as the prior distribution, we also use the prior distribution matching loss \(\mathcal{L}_{\text{disc}}\) defined as
\[
\mathcal{L}_{\text{disc}}(w) = -\mathbb{E}[f_w(\hat{z}) - \text{enc}_w(\phi)) ] \quad (14)
\]
where
\[
f_w = \text{arg sup}_{\|\nabla_{\hat{z}} f_w\| \leq 1} \mathbb{E}_{\hat{z} \sim \text{U}[0, 1]^N} [f(\hat{z})] - \mathbb{E}_{\hat{z} \sim \text{enc}_w(\phi)} [f(z)]. \quad (15)
\]

Here, \(f_w\) is a learned discriminator network parameterized by \(\hat{w}\). Eq. (15) is a dual formulation of the Wasserstein distance (Villani et al. 2009) used when Eq. (8) is not feasible.

For the conditional sampling, we use \(\Delta_{\text{cond}}\) defined as
\[
\Delta_{\text{cond}}(w) = (c - \mathbb{E}[\hat{y}_j] - \text{dec}_w(\hat{x}_i; \hat{z}, c))^2 \quad (16)
\]
This loss ensures that the decoder produces a risk measure \(\phi\) conforming to a specified risk preference \(\mathbb{E}[\phi]\), given \(z, c\). Note that \(\Delta_{\text{cond}}\) in Eq. (16) achieves this by utilizing an \(L^2\) loss between \(\mathbb{E}[\phi] = \mathbb{E}[\hat{y}_j]\) and \(c\). The \(L^2\) loss essentially enforces expectation matching.

To satisfy the dual formulation of the Wasserstein distance in Eq. (15), the discriminator \(f_w\) is trained through
\[
\mathcal{L}_{\text{GAN}}(w) = f_w(\hat{z}) - f_w(z) + \eta \| \nabla_{z'} f_w(z') - 1 \|^2 \quad (17)
\]
where \(z' = \rho z + (1 - \rho)\hat{z}\) and \(\rho \sim \text{U}[0, 1]\). Here, \(z'\) is an interpolation between real and generated sample. The term \(f_w(\hat{z}) - f_w(z)\) implements the gradient ascent in Eq. (15), while the other term \(\| \nabla_{z'} f_w(z') - 1 \|^2\) implements the gradient penalty. When the discriminator \(f_w\) violates the 1-Lipschitz constraint \(\| \nabla_{z'} f_w \| \leq 1\), the penalty is given. Empirically, this penalty for \(\| \nabla_{z'} f_w \| < 1\) achieves robustness (Gulrajani et al. 2017). The gradient penalty coefficient \(\eta > 0\) is a hyper-parameter.

4.3 Non-Crossing Quantile Regression

To ensure the effective learning of a risk-conditioned RL agent from generated risk measures, we address the crossing quantile problem, which requires the monotone constraint presented in Eq. (10). We use a conditional bijective normalizing flow (Rezende and Mohamed 2015; Winkler et al. 2019). We also demonstrate that the piecewise-linear normalizing flow is sufficient to approximate arbitrary risk measures within any error bound.

Without the non-crossing quantile regression, reconstructed risk measures contain numerous violating points (in Figure 2(a)) and randomly generated risk measures become useless (in Figure 2(b)). We empirically validate its importance in Section 5.4.

We use this normalizing flow model to implement a non-crossing quantile regressor. The reason why we choose normalizing flow is it is a bijective model. Therefore, it supports the monotone property; the continuous-bijection from \(\mathbb{R}\) to \(\mathbb{R}\) implies a strict monotone property (Wade 2010). We also leverage the model for the critics of risk-conditioned RL.

Architecture: The non-crossing quantile regressor includes a Gaussian quantile function, a piecewise-linear transform, and a sigmoid function, as shown in Figure 3. The Gaussian quantile function processes \(\hat{x}_i \rightarrow F_{\mathcal{N}(0,1)}^{-1}(\hat{x}_i):=x_i\) (Def. 1), while it is agnostic to an embedding of risk-measure \(z\). Then, the piecewise-linear transform processes \(x_i^2\). Specifically, the piecewise-linear transform includes a sequence of affine and PReLU layers (He et al. 2015; Dinh, Sohl-Dickstein, and Bengio 2016). Each affine layer receives \(z\) and infers the scale \(\varsigma > 0\) and bias \(b \in \mathbb{R}\). The evaluated transform is \(x_i \rightarrow (c x_i + b)\). A PReLU layer receives \(z\) and infers scale \(\varsigma > 0\). The transform is \(x_i \rightarrow (\|x_i > 0\| x_i + \varsigma (x_i \leq 0) x_i)\). These two transforms are sequentially applied to \(x_i\). Finally, the sigmoid function aligns the output \(y_i\) with the codomain, \([0, 1]\), as described in Eq. (10).

Approximation Property: Now we discuss that piecewise-linear transform can approximate any risk measures within any error \(\varepsilon > 0\) with respect to the Wasserstein distance.

Proposition 1. Let \(\phi: [0, 1] \rightarrow [0, \infty] \) be any risk measure.
Given $\varepsilon > 0$, there exists a piecewise-linear approximation of $\hat{\phi}$ denoted as $\hat{\psi}$ such that $\int_0^1 |\hat{\phi} - \hat{\psi}| d\lambda < \varepsilon$ where $\lambda$ is the Lebesgue measure on $[0, 1]$.

We provide a proof for the cases when risk measure $\phi$ is a conventional density function (i.e., $\phi$ has no atom). The other cases are provided in Appendix.

Proof: We show that the density's total variation is bounded by $\varepsilon$, since the total variation is an upper bound of the Wasserstein distance on a connected interval (Villani et al. 2009). $\phi$ is Lebesgue integrable in this case. By the definition of Lebesgue integral, there is a sequence of simple functions $\psi_n$ such that $\psi_n \leq \psi_{n+1} \leq \phi$, $\forall n \in \mathbb{N}$, and $\lim_{n \to \infty} \int_0^1 \psi_n d\lambda = \int_0^1 \phi d\lambda$. Given $\varepsilon > 0$, we choose $N \in \mathbb{N}$ such that $n \geq N$ implies $\int_0^1 |\phi - \psi_n| d\lambda < \frac{1}{2} \varepsilon$.

Let $\psi := \left(1 - \int_0^1 \psi_N d\lambda\right) + \psi_N$. Then, we obtain

$$\int_0^1 |\psi - \phi| d\lambda = \int_0^1 |\psi - \psi_N + \psi_N - \phi| d\lambda \leq \int_0^1 |\psi - \psi_N| d\lambda + \int_0^1 |\psi_N - \phi| d\lambda < \frac{1}{2} \varepsilon + \frac{1}{2} \varepsilon = \varepsilon.$$  \hspace{1cm} (18)

Since $\psi$ is simple density function, its quantile $\hat{\psi}$ is piecewise-linear.

5 Experiment

In this section, we evaluate our GRIPS for arbitrary WV@R risk measures, aiming to clarify whether it can adapt to given risk measures without explicit information about them. Surprisingly, GRIPS often surpasses IQN, which is trained to fit to a specific risk measure, we hypothesize that the abundant exploration leads to GRIPS’s robust performance because GRIPS experiences more diverse episodes during training from randomized risk measures, compared to IQN. To verify the hypothesis, we perform experiments in slightly modified Mujoco environments, which are well-known environments. We also have ablation studies highlighting the impact of the non-crossing quantile regressor.

5.1 Experimental Setup

Evaluation: We accumulate scores from 100 (self-driving) to 1000 (others) episodes for each seed, computing their weighted average according to evaluation risk measures by Monte-Carlo method. The followings are the quantiles of risk measures we assess:

- $\text{CV@R}$ denoted by $\text{CV@R}_{100\alpha\%}$ has the quantile:

$$\hat{\phi}_{\text{CV@R}}(x; \alpha) = \begin{cases} \alpha x & \text{if } \alpha \in [0, 1] \\ (2 - \alpha)x + (\alpha - 1) & \text{if } \alpha \in (1, 2] \end{cases}.$$  \hspace{1cm} (19)

It is risk-averse for $\alpha \in [0, 1]$. For $\alpha \in (1, 2]$, it is risk-seeking (inverted $\text{CV@R}$) taking an average for upper $(\alpha - 1)$-quantile values.

- $\text{CPW}$ denoted by $\text{CPW}_\alpha$ has the following quantile:

$$\hat{\phi}_{\text{CPW}}(x; \alpha) = \frac{x^\alpha}{(x^\alpha + (1 - x)^\alpha)^{\frac{1}{\alpha}}}, \alpha \in (0, 1).$$  \hspace{1cm} (20)

- $\text{Wang}$ denoted by $\text{Wang}_\alpha$ has the following quantile:

$$\hat{\phi}_{\text{Wang}}(x; \alpha) = F_{N(0,1)}^{-1}(F_{N(0,1)}^{-1}(x) + \alpha), \alpha \in \mathbb{R}.$$  \hspace{1cm} (21)

where $F_{N(0,1)}$ and $F_{N(0,1)}^{-1}$ are the cumulative density and quantile of the Gaussian distribution (Def. 1).

Baselines: We compare GRIPS with several baselines.

- IQN is trained with explicitly provided risk measures and evaluated using the same measures.
- RCDSAC is trained for a target risk set without specific confidence or parameter details. The risk measures should be a closed form of a function defined by the parameter.
- GRIPS (ours) is trained for all WV@R risk measures except for excessively optimistic ones.

All algorithms are based on SAC (Haarnoja et al. 2018), especially TQC (Kuznetsov et al. 2020) variants for actor-critic implementations.

5.2 Financial Task

For the experiments in financial tasks, we utilize the Meta-Trader simulator (Amin 2021). Specific information about stock price is given as a state, and asset price increments are given as a reward. An action is the ratio of buying or selling stocks. Stock-Unhedge is an environment with large volatility,
while Stock-Hedge is with relatively less volatility. In Figure 4, GRIPS exhibits comparable performance to IQN and RCD-SAC. For Stock-Hedge, GRIPS shows 3.9% ~ 54.0% higher over IQN. Meanwhile, for Stock-Unhedge, GRIPS demonstrates a robust performance range from a decrease of 6.8% at its lowest to an increase of 47%, with the exception of CV@R50% where the IQN exhibits an outlier score.

5.3 Self-Driving Task
For self-driving tasks, we use the Donkey Car simulator with AVC-Sparkfun map (Kramer 2023), where a state is the front view image, an action is throttling and steering, and a reward is the route adherence. In Figure 5(a), GRIPS exhibits a performance increase of 16% ~ 54% over IQN, verifying its adaptability to target risks. Figure 5(b) shows different behaviors even for the same target risk measures. IQN and RCD-SAC exhibit large gaps in the collision rate, while their achieved scores remain closely comparable.

5.4 Empirical Analysis
Analysis of Generalizing Effect: We investigate whether generalizing risk measures can affect RL agents. We use Mujoco (HalfCheetah, Hopper, Walker2d) for which expert policies are well established. We inject noise to rewards to prevent a policy from converging to a deterministic solution. According to the expert policy’s state distribution, the importance of exploration can be ordered; i.e., HalfCheetah < Hopper < Walker2d. Appendix includes the detailed justification. Compared to IQN, in Figure 6, both GRIPS and RCD-SAC show a performance decrease of approximately 24% in the simpler environment, HalfCheetah. However, in the more complex environment, Walker2d, they outperform IQN with an improvement of about 53%. The results are consistent with the complex tasks where GRIPS outperforms IQN, i.e., Stock-Unhedge with CV@R50% and the self-driving task. The extended exploration strategy, based on various risk measures during training, is attributed to the superiority of GRIPS. Conversely, when the exploration is insignificant, risk measures act as noises, resulting in performance degradation.

Ablation Study: To evaluate the effect of the non-crossing quantile regressor in the risk proposal network, we conduct experiments in a toy environment, where direct analytic solutions are given according to risk measures. Specifically, it is a single-step environment with a singleton state set and an one-dimensional action space, i.e., $A = [-1, 1]$. We deliberately use such rewards whose optimal actions can be differently computed for specific risk measures. See Appendix and Table 1 for details. As observed in Figure 7, it is crucial to solve the crossing quantile problem. With the non-crossing quantile regressor (with-NCQR), MSE is consistently lower than the other (without-NCQR) for all risk measures. Conversely, for without-NCQR, only the Neutral case has lower errors, implying that generalized risk-conditioned policies are not established; only some specific risk measure is handled.

6 Conclusion and Limitation
In this paper, we presented a generalized, risk-conditioned RL framework to accommodate WV@R. We devised the risk proposal network using a conditional AAE to effectively generate risk measures and embed them for RL agent training. Using the normalizing flow, we also addressed the crossing quantile problem. Our framework focuses on WV@R, while not encompassing all risk measures, such as CMV (Vadossi et al. 2020) or variance, but can cover a wide range of risk measures applicable to real-world problems.
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