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Abstract

Byzantine machine learning has garnered considerable attention in light of the unpredictable faults that can occur in large-scale distributed learning systems. The key to secure resilience against Byzantine machines in distributed learning is resilient aggregation mechanisms. Although abundant resilient aggregation rules have been proposed, they are designed in ad-hoc manners, imposing extra barriers on comparing, analyzing, and improving the rules across performance criteria. This paper studies near-optimal aggregation rules using clustering in the presence of outliers. Our outlier-robust clustering approach utilizes geometric properties of the update vectors provided by workers. Our analysis show that constant approximations to the 1-center and 1-mean clustering problems with outliers provide near-optimal resilient aggregators for metric-based criteria, which have been proven to be crucial in the homogeneous and heterogeneous cases respectively. In addition, we discuss two contradicting types of attacks under which no single aggregation rule is guaranteed to improve upon the naive average. Based on the discussion, we propose a two-phase resilient aggregation framework. We run experiments for image classification using a non-convex loss function. The proposed algorithms outperform previously known aggregation rules by a large margin with both homogeneous and heterogeneous data distributions among non-faulty workers. Code and appendix are available at https://github.com/jerry907/AAA124-RASHB.

1 Introduction

Distributed machine learning (ML) that involves several collaborative computing machines has been recognized as the backbone for training large-scale ML models in the modern society (Warnat-Herresthal et al. 2021; Kairouz et al. 2021). However, although distributed ML has significantly improved the efficiency of training process, it tends to be more vulnerable to misbehaving (a.k.a., Byzantine) workers. It has been reported in (Baruch, Baruch, and Goldberg 2019; Karimireddy, He, and Jaggi 2022) that a few Byzantine machines can largely deteriorate the training performance by transmitting falsified information. To this end, Byzantine resilience in distributed ML has recently received increasing attention from both academia and industry.

In resilient distributed ML, a robust distributed optimization algorithm is designed such that the training model remains to be accurate in the presence of a subset of Byzantine workers (Farhadkhani et al. 2022). The key to achieving this objective is a robust aggregation protocol within the server to distill the information sent by the workers. Prior works in this regard are roughly categorized into two classes depending on the property of the training dataset. In the first class, known as the homogeneous setup, the data sampled by the workers are assumed to be identically distributed. Another class is the heterogeneous setup (Li et al. 2019; Data and Diggavi 2021), where the data samples among the workers may not precisely reflect the overall population. The difference in datasets induces distinct treatment of Byzantine workers and the best achievable performance (Karimireddy, He, and Jaggi 2022), and the problem of resilient distributed ML under heterogeneity is arguably more challenging (Allouah et al. 2023a).

To facilitate the analysis of the aggregation rules, a line of recent work has established the connections between the properties of aggregators and the performance of the optimization algorithms. The paper (Farhadkhani et al. 2022) studied resilient distributed ML with homogeneous data distributions and proposed the concept of $(\ell_\text{max}, \zeta)$-agnostic robust (Karimireddy, He, and Jaggi 2022), the $(\ell, \kappa)$-robust (Allouah et al. 2023a), and the $(\ell, \xi)$-robust averaging (Allouah et al. 2023b) aggregators. The relationships of these concepts are also discussed in (Allouah et al. 2023a) and (Allouah et al. 2023b).

The criteria for the aggregation rules are defined using metrics on subsets of update vectors. However, most of the aggregators are not directly designed to minimize the criteria, resulting in the suboptimality of many aggregation rules. Exceptions include the MDA algorithm in (Farhadkhani et al. 2022) and the SMEA algorithm in (Allouah et al. 2023b), both of which suffer from high computational costs.

The 1-Center problem, or the minimum enclosing ball problem, is a fundamental problem in computational geom-
etry (Yildirim 2008), even in low dimensions (Smallwood 1965; Har-Peled 2011). Its variant with outliers also receives significant interests (Narayanan 2018; Ding 2020). 1-Mean clustering with outliers is a similar problem using the sum of squared distances as the cost function. Approximation algorithms are intensively studied for clustering problems with outliers (Friggstad et al. 2019; Agrawal et al. 2023; Banerjee, Ostrovsky, and Rabani 2021). In this paper we propose to use 1-center and 1-mean clustering with outliers as resilient aggregation rules.

Related work. In recent years, Byzantine resilient distributed ML has been intensively studied. Many algorithmic frameworks are proposed (Yin et al. 2018; Liu, Gupta, and Vaidya 2021; Allen-Zhu et al. 2021) to address complex attacks developed progressively (Xie, Koyejo, and Gupta 2020; Baruch, Baruch, and Goldberg 2019). These early discussions diverge in assumptions and overall frameworks of the training algorithms. A line of recent work based on resilient aggregating of momentum, or resilient stochastic heavy ball (Karimireddy, He, and Jaggi 2021, 2022; Farhadi-khani et al. 2022; Allouah et al. 2023a,b) is the most relevant to its paper.

Under the framework, properties of some previously designed aggregators are investigated. Some provably optimal aggregators often have high computational costs while many commonly used simple aggregators turn out to be suboptimal. Pre-aggregation steps such as bucketing (Karimireddy, He, and Jaggi 2022) and nearest neighbor mixing (NNM) (Allouah et al. 2023a) are proposed to improve the performance of aggregators.

Clustering algorithms (Ghosh et al. 2019; Sattler et al. 2020) are also proposed and analyzed under more restrictive assumptions, where machines in the same cluster have the same data distribution. El Mhamdi, Guerraoui, and Rouault studied a medoid-based algorithm as an approximation to the geometric median (Chen, Su, and Xu 2017), but its optimality remains to be studied. In this paper, we reduce the problems of optimal aggregation rule design to 1-center/mean clustering problems with outliers, and apply computationally efficient approximations to construct near-optimal aggregators.

Main contributions. In this paper, we propose near-optimal aggregators for Byzantine resilient distributed ML using approximation algorithms for the problems of 1-center and 1-mean clustering with outliers. Although the problems of 1-center and 1-mean clustering with outliers are NP-hard, their approximations can be computed efficiently. We show that 2-approximations achieve near-optimal safety guarantees under existing analytical framework. Specifically, the 1-center with outliers algorithm is optimal for \((f, \lambda, \kappa)\)-resilience and achieves the currently best bound for \((\delta_{\text{max}}, \zeta)\)-agnostic robustness; the 1-mean with outliers approach is optimal for \((f, \kappa)\)-robustness.

In addition, we discuss two types of contradicting attacks, namely the sneak attack and the siege attack, to show that no single aggregation algorithm, being agnostic about the true distribution of update vectors of normal clients, outperforms other algorithms in all circumstances. To address the dilemma created by the indistinguishability of the two types of attacks, we propose a two-phase aggregation framework. In the framework, 1) the server proposes two candidate sets of parameters using received update vectors; 2) clients elect a set of parameters to commit by evaluating the losses using resampled data. Using clustering-based approaches, the two proposed sets of parameters are easily generated by constructing filters to address the sneak attacks and the siege attacks respectively.

In summary, this paper 1) proposes near-optimal aggregation rules with provable guarantees by approximating the problems of 1-center/mean clustering with outliers; 2) proposes a two-phase aggregating of optimization framework in which the clustering approaches are used to define two types of contradicting attacks; 3) empirically shows the advantages of our approach over existing aggregators by performing image classification under various attacks.

Outline. The remainder of the paper is organized as follows: In Section 2 we introduce the problem setup, some basic concepts and definitions. In Section 3, we introduce the proposed aggregators and prove their robust guarantees. In Section 4, we discuss two types of contradicting attacks which motivates the two-phase aggregating framework. In Section 5 we show empirical results, followed by the section for conclusion and future work.

We use the words robustness and resilience interchangeably in this paper except for formally defined concepts.

2 Byzantine Resilient Distributed Learning

In this section, we introduce the Byzantine ML problem, which is followed by a general resilient framework for distributed learning. Then, we recall some useful robust notions of aggregation rules, under which the distributed learning algorithms are provably resilient and convergent.

2.1 Problem Setup

Consider a server-worker distributed learning system with one central server and \(n\) workers. Each worker \(i \in [n]\) possesses a local dataset consisting of \(m\) data points \(D_i := \{z_{i}^{(1)}, \ldots, z_{i}^{(m)}\}\). The server stores sets of model parameters and update vectors received from the workers. For a given ML model parameterized by \(\theta \in \mathbb{R}^d\), each worker \(i\) has a local loss function \(L_i(\theta) := \frac{1}{m} \sum_{k=1}^{m} l(\theta, z_{i}^{(k)})\), where \(l(\cdot, \cdot)\) represents the loss over a single data point. We assume \(l(\cdot, \cdot)\) is differentiable with respect to the first argument, and 

\[
\|\nabla L_i(\theta_1) - \nabla L_i(\theta_2)\|_2 \leq L \|	heta_1 - \theta_2\|, \quad \forall \theta_1, \theta_2 \in \mathbb{R}^d.
\]

We consider a standard adversarial setting where the server is honest and \(f\) workers with unknown identities are Byzantine (Lampert, Shostak, and Pease 2019). The Byzantine workers need not follow the given learning protocol and may behave arbitrarily in the learning process. However they cannot make other workers faulty, falsify the message of any other nodes, or block message passing between the server and any honest (or non-Byzantine) workers.

In real-world ML applications, the datasets held by the honest workers are typically heterogeneous (Shi et al. 2023).
In this work, we model data heterogeneity by the following standard assumption (Karimireddy, He, and Jaggi 2022).

**Assumption 1 (Bounded heterogeneity).** Let $\mathcal{H}$ denote the set of indices of honest workers and $L_\mathcal{H}(\theta) := |\mathcal{H}|^{-1} \sum_{i \in \mathcal{H}} L_i(\theta)$. There exists a positive value $G$ such that $rac{1}{|\mathcal{H}|} \sum_{i \in \mathcal{H}} \|\nabla L_i(\theta) - \nabla L_\mathcal{H}(\theta)\|^2 \leq G^2$, $\forall \theta \in \mathbb{R}^d$.

The goal of the server is to approximate a stationary point of $L_\mathcal{H}(\theta)$. Throughout this process, the server iteratively updates a model based on the stochastic gradients received from the workers. To proceed, we introduce the concept of Byzantine resilience as follows.

**Definition 1** ($(f, \varepsilon)$-Byzantine resilience). A learning algorithm is said to be $(f, \varepsilon)$-Byzantine resilient if, in the presence of $f$ Byzantine workers, it outputs $\hat{\theta}$ satisfying $\|\nabla L_\mathcal{H}(\hat{\theta})\|^2 \leq \varepsilon$.

We note that $(f, \varepsilon)$-Byzantine resilience is generally not possible (for any $\varepsilon$) when $f \geq n/2$ (Liu, Gupta, and Vaidya 2021). Therefore, we assume an upper bound for the number of Byzantine workers $f < n/2$ in this work. Furthermore, the heterogeneous datasets render the Byzantine distributed ML much more challenging, as the incorrect gradients from Byzantine workers and the correct gradients from honest workers becomes more difficult to distinguish in this case; see (Karimireddy, He, and Jaggi 2022) for a detailed discussion and a lower bound of the training error.

### 2.2 Resilient Distributed Learning Algorithm

We recall a class of resilient distributed learning algorithms in Algorithm 1, which we call Resilient Aggregated Stochastic Heavy Ball (RASHB) in this work. This approach aggregates stochastic momentum in a resilient manner, which can be applied in both homogeneous (Farhadi Khani et al. 2022) and heterogeneous (Allouah et al. 2023b) worker settings.

To proceed, we present four useful definitions for the robustness of aggregation rules in the literature, under which the convergence result of Algorithm 1 follows.

First, the definition of $(f, \lambda)$-resilient averaging was proposed in (Farhadi Khani et al. 2022) for homogeneous data.

**Definition 2** ($(f, \lambda)$-resilient averaging). Given an integer $f < n/2$ and a real number $\lambda \geq 0$, an aggregation rule $F$ is called $(f, \lambda)$-resilient averaging if for any set of $n$ vectors $X := \{x_i\}_{i=1}^n$, and any subset $S \subseteq [n]$ with $|S| = n - f$,

$$\|F(X) - \pi_S\| \leq \lambda \max_{i,j \in S} \|x_i - x_j\|, $$

(1)

where $\pi_S := \frac{1}{|S|} \sum_{i \in S} x_i$.

Second, to address the heterogeneity in worker’s data, Karimireddy, He, and Jaggi proposed the concept of agnostic robust aggregator (ARAgg) for a randomized or deterministic aggregation rule.

**Definition 3** ($(\delta_{\text{max}}, \zeta)$-ARAgg). Given a set of $n$ vectors $X := \{x_i\}_{i=1}^n$ and a subset $S \subseteq [n]$ with $|S| = n - f$, with $f/n \leq \delta_{\text{max}} < 0.5$ satisfying $\mathbb{E}[\|x_i - x_j\|^2] \leq \rho^2$ for all $i, j \in S$, the output $F(X)$ of a $(\delta_{\text{max}}, \zeta)$-ARAgg satisfies

$$\mathbb{E}[\|F(X) - \pi_S]\| \leq \zeta \frac{f}{n} \rho^2.$$  

(2)

Algorithm 1: RASHB

**Initialization:** for server and worker: Initial model $\theta_0$, initial momentum $m_0 = 0$, the number of rounds $T$; for each honest worker $w_i$, robust aggregation $F$, batch size $b$, learning rates $\gamma_t$; momentum coefficient $\beta$.

1: for $t = 0, \ldots, T - 1$ do
2: Server broadcasts $\theta_t$ to all workers;
3: for every honest worker $w_i$, $i \in H$, in parallel do
4: Compute a local stochastic gradient $g^{(i)}_t$ using mini-batch data samples;
5: Update local momentum:
6: $m^{(i)}_t = \beta m^{(i)}_t + (1 - \beta) g^{(i)}_t$;
7: Send $m^{(i)}_t$ to the server;
8: Server aggregates the received momentums:
9: $\theta_t = \theta_{t-1} - \gamma_t R_t$;
10: end for
11: return $\frac{1}{T} \sum_{t=0}^{T-1} \theta_t$;

Third, a stronger notion of $(f, \kappa)$-robustness for aggregation rules was then proposed by the paper (Allouah et al. 2023a).

**Definition 4** ($(f, \kappa)$-robustness). Given an integer $f < n/2$ and a real number $\kappa \geq 0$, an aggregation rule $F$ is $(f, \kappa)$-robust if for any set of $n$ vectors $X = \{x_i\}_{i=1}^n$, and any subset $S \subseteq [n]$ with $|S| = n - f$,

$$\|F(X) - \pi_S\| \leq \kappa \sum_{i \in S} \|x_i - \pi_S\|^2.$$  

(3)

Lastly, a recent work (Allouah et al. 2023b) introduced the $(f, \xi)$-robust averaging criterion. Compared with $(f, \kappa)$-robustness, it considers the maximum eigenvalue of the covariance matrix of a set of data points instead of its trace. Therefore it controls the deviation from honest values in all directions.

**Definition 5** ($(f, \xi)$-robust averaging). Given an integer $f < n/2$ and a real number $\xi \geq 0$, an aggregation rule $F$ is $(f, \xi)$-robust averaging if for any set of $n$ vectors $X := \{x_i\}_{i=1}^n$, and any subset $S \subseteq [n]$ with $|S| = n - f$,

$$\|F(X) - \pi_S\|^2 \leq \xi \cdot \lambda_{\text{max}}(M_S),$$  

(4)

where $\pi_S := \frac{1}{|S|} \sum_{i \in S} x_i$; $\lambda_{\text{max}}(\cdot)$ is the eigenvalue of a matrix; and $M_S := \frac{1}{|S|} \sum_{i \in S} (x_i - \pi_S)(x_i - \pi_S)^\top$.

**Assumption 2** (Bounded variance). For each honest worker $w_i$, there holds that $\frac{1}{m} \sum_{z \in D} \|\nabla f(\theta, z) - \nabla L_i(\theta)\|^2 \leq \sigma^2$, $\forall \theta \in \mathbb{R}^d$.

We are in a position to present the convergence results for Algorithm 1, whose proof can be found in existing works that proposed the robustness definitions.
Theorem 1. Suppose Assumptions 2 and 1 hold, and recall that \( L_H(\cdot) \) is \( L \)-smooth. Consider Algorithm 1 and define 
\[
\text{Res}_T = T^{-1} \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla L_H(\theta_{t-1}) \|^2 \right].
\]
i) If \( F \) is a \((f, \lambda)\)-resilient aggregation rule and \( G = 0 \), then 
\[
\text{Res}_T \leq \mathcal{O} \left( \sqrt{(n-f)} \cdot \lambda \sigma / \sqrt{T} \right);
\]
ii) If \( F \) is a \((\delta_{\text{max}}, \zeta)\)-ARAgg aggregation rule and \( G > 0 \), then 
\[
\text{Res}_T \leq \mathcal{O} \left( \zeta \delta \sqrt{G^2 / n + \sigma \sqrt{f + 1 / \sqrt{nT}}} \right);
\]
iii) If \( F \) is a \((f, \kappa)\)-robust aggregation rule and \( G > 0 \), then 
\[
\text{Res}_T \leq \mathcal{O} \left( \kappa G^2 + \sigma / \sqrt{T} \right);
\]
iv) If the aggregation rule \( F \) satisfies the condition of \((f, \xi)\)-robust averaging and \( G > 0 \), then 
\[
\text{Res}_T \leq \mathcal{O} \left( \xi G^2 + \sigma / \sqrt{T} \right).
\]

Theorem 1 highlights the crucial significance of the resilient aggregation rule in Byzantine distributed learning. This rule not only ensures resilience against Byzantine workers but also influences the overall learning performance.

3 A Framework for Resilient Aggregation

In this section we develop a resilient aggregation algorithmic framework using 1-center and 1-mean clustering with outliers. We provide analysis for the proposed aggregation rules to show their near-optimality under various criteria.

3.1 1-Center/Mean Clustering with Outliers

The 1-center clustering problem is also referred to as the minimum enclosing ball problem. The problem is to find a ball with minimum radius containing all given points. The problem with outliers is defined as

Definition 6 (1-center clustering with outliers, or minimum enclosing ball with outliers). Given a set of \( n \) points \( X \in \mathbb{R}^d \), and an integer \( f < n \) indicating the largest number of faulty points in \( X \), find a ball \( B(c, r) \) with a center \( c \in \mathbb{R}^d \) and a radius \( r \in \mathbb{R} \) to cover \((n-f)\) points in \( X \), such that \( r \) is the minimum among all possible balls.

The minimum enclosing ball with outliers problem has been shown to be strongly NP-hard (Shenmaier 2013).

In the 1-mean clustering problem, given a set of \( n \) points \( X \), the aim is to find a point \( c \) in the given space so as to minimize the sum of squared distances from each point \( x \in X \) to \( c \). The centroid (also called the center of mass) of a set \( X \) is defined as \( \text{cm}(X) := 1 / |X| \sum_{x \in X} x \). It is known that the centroid of a given set of points is the optimal solution to the problem. Now we introduce a variant of the problem in the presence of outliers.

Definition 7 (1-mean clustering with outliers). Given a set of \( n \) points \( X \) in \( \mathbb{R} \), and the largest number of faulty nodes \( f < n \), the problem is to find a vector \( c \in \mathbb{R}^d \) so as to minimize \( \sum_{x \in K(c)} \| c - x \|^2 \), where \( K(c) \) is the nearest \((n-f)\) points in \( X \) to \( c \).

In a similar manner as the proof of hardness for the problem of minimum enclosing ball with outliers (Shenmaier 2013), the problem of 1-means clustering with outliers can also be shown to be strongly NP-hard, by a reduction from the \( k \)-clique problem in regular graphs.

3.2 Efficient Approximation Algorithms

The two clustering problems considered are special cases of \( k \)-center/means clustering with outliers, which are central problems in both geometry and learning. Since both problems are NP-hard, it is natural to seek for approximations.

Definition 8. A polynomial time algorithm \( A \) is called an \( \alpha \)-approximation algorithm for a (minimization) optimization problem if for all instances of the problem, \( A \) produces a solution whose value is guaranteed to be at most \( \alpha \) times the optimum value.

In this paper we use simple approximation algorithms that consider all data points in \( X \) as cluster center candidates instead of all points in \( \mathbb{R}^d \). Mostly in the \( k \)-means setup, cluster centers chosen from data points are also called medoids. Given a cluster center \( x \) and a set of data points \( S \), we define the cost function

\[
\text{cost}(c, S) := \begin{cases} 
\max_{x \in S} \| x - c \| \quad & (\text{CenterwO}) \\
\sum_{x \in S} \| x - c \|^2 \quad & (\text{MeanwO})
\end{cases}
\]

(5)

for the approximate 1-center/mean clustering problem. The aggregation rules using approximations to the 1-center/mean clustering with outliers are shown in Algorithm 2.

Lemma 1. The CenterwO and MeanwO algorithms are 2-approximations to the problems of 1-center and 1-mean clustering with outliers, respectively.

The CenterwO algorithm was mentioned in many previous work, a proof for its approximation guarantee was given in (Shenmaier 2013). We prove the 2-approximation of MeanwO in the technical appendix. The running time of the CenterwO/MeanwO algorithm is \( O(n^2 d) \), and the memory usage is \( O(n d) \).

We note that the approximation algorithms for the considered problems can be improved in approximation ratio, running time, and memory usage. Examples of such improvements for the one center with outliers problem include a deterministic \( O(1) \)-approximation algorithm with
The robust properties of the CenterwO and MeanwO aggregation rules are summarized in Theorem 2, the proof of which is shown in the technical appendix.

**Theorem 2.** For any $f < n/2$, $f/n \leq \delta_{\text{max}} < 1/2$, and $\nu \overset{\text{def}}{=} 1/2 - \delta_{\text{max}}$, the CenterwO algorithm is

- $(f \left(\frac{2\sqrt{n}+1}{n-f}\right))$-resilient averaging,
- $(\delta_{\text{max}}, \left(\frac{1+2\sqrt{2}}{n}(\frac{18+8\sqrt{2}}{n})\right))$-agnostic robust,
- $(f \left(\frac{8f^2+2f}{n-2f}\right), \frac{n-f}{n-2f})$-robust,
- $(f \left(\frac{8f^2+2f}{n-2f}\right), \frac{n-f}{n-2f})$-robust averaging.

The MeanwO algorithm is

- $(f, \frac{\sqrt{\nu}(n-f)}{(n-2f)})$-resilient averaging,
- $(\delta_{\text{max}}, \left(\frac{3(1+2\sqrt{2})}{n}\right))$-agnostic robust,
- $(f, \left(\frac{6f}{n-2f}\right), \frac{n-f}{n-2f})$-robust,
- $(f, \left(\frac{6f \min(n-f,d)}{n-2f}\right), \frac{n-f}{n-2f})$-robust averaging.

**Remark 1.** The $(f, \lambda)$-resilient aggregating property of CenterwO matches the lower bound $\lambda \geq f/(n-f)$ shown in (Farhadkhani et al. 2022), up to a constant factor. The only previously known aggregator that matches this bound is MDA (El Mhamdi, Guerraoui, and Rouault 2018), which runs in $O(\log(n^2d))$ time. The CenterwO algorithm is much more efficient with moderate $n$ and $f$.

**Remark 2.** CenterwO algorithm is the first known $(\delta_{\text{max}}, O(f/n))$-agnostic robust aggregator. MeanwO is a $(\delta_{\text{max}}, O(1))$-agnostic robust aggregator, which matches the previously known best $O(1)$ results achieved by CClip (not agnostic), Bucketing+Krum, and Bucketing+GM (Karimireddy, He, and Jaggi 2022).

**Remark 3.** The $(f, \kappa)$-robust aggregating property of CenterwO matches the lower bound $\kappa \geq f/(n-2f)$ shown in (Allouah et al. 2023a) up to a constant factor, given that $\nu$ is a constant. The CWTM algorithm matches this bound without pre-aggregation steps, so does the SMEA algorithm (Allouah et al. 2023b). With the mixing pre-aggregation step, NNKM+GM/CMKM/CWTM/Krum (Allouah et al. 2023a) matches this bound.

Although CWTM also achieves near-optimal $(f, \kappa)$-robustness, it removes $2f$ values in each coordinate, and therefore utilizes less information in the data, making the training algorithm potentially inefficient. Pre-aggregation steps can be applied prior to any aggregation rule, at the cost of additional processing time at the server end. SMEA and other eigenvector-based algorithms (Allouah et al. 2023b; Data and Diggavi 2021; Zhu et al. 2023) are generally more expensive, with $\Omega((n^2d))$ or $\Omega(nd^2)$ running time.
depend on the smoothness of the loss function, which may not hold in deep models used in practice.

Given the information of the type of attack used, we can use 1-center/means clustering with outliers algorithm to remove the faulty update vectors effectively. In Figure (1a), an outer-cluster averaging rule identifies an optimal cluster of \( f \) points, and returns the average of the vectors outside the cluster. In Figure (1b), an inner-cluster averaging rule identifies an optimal cluster of \( n - f \) points, and returns the average of the vectors inside the cluster. As the figures show, if both aggregation rules are used, one of the rules returns a value close to the true average. It remains a problem to choose one from the two aggregated values.

4.2 The 2PRASHB Algorithm

We propose a two-phase aggregation framework to let the clients elect a model from two candidate models in each round. We note that if we let each client to directly adopt one model from the two proposed ones, it will result in multiple models in the system\(^1\). An instantiation of the framework is given in Algorithm 3. The algorithm is called the two-phase aggregation stochastic heavy ball algorithm (2PRASHB). In the first phase, the prepare phase, 1) the server broadcasts the current model; 2) the workers send their local updates to the server; 3) the server then proposes two models using the Inner and Outer aggregation algorithm\(^2\). In the second phase, the voting phase, 1) each honest client then samples a new batch of data to evaluate the loss of the two proposed models, and the honest clients then send their votes to the server\(^3\); 2) the server acknowledges the winning model.

We note that the server is not allowed to propose more than two candidate models for the clients to choose. This is because if there are more than two choices, vote splitting can happen between models with similar losses, and the Byzantine clients may win the election with \( f < n/2 \).

5 Experiments

In this section, we run simulations for an image classification task with a non-convex objective. We run four algorithms based on our study: Cent1P and Mean1P adopt the RASHB framework, using the CenterwO and MeanwO algorithm as the aggregator; Cent2P and Mean2P adopt the 2PRASHB framework. The Inner and Outer aggregators are instantiated by 1-center and 1-mean clustering with outliers. Limited by space, we leave more details about the experiments to the appendix.

Generation of datasets. The FEMNIST dataset, a standard benchmark for distributed and federated learning, is constructed by partitioning data in the EMNIST (Cohen et al. 2017) dataset. We sample 5% of the images in the original dataset to construct our datasets. The FEMNIST dataset has 805,263 images under 62 classes. For the homogeneous setting, each client sample images from a uniform distribution over 62 classes. We generate heterogeneous datasets for clients using categorical distributions \( q \).

\(^1\)which is called a split brain state in distributed systems.

\(^2\)See appendix for details.

\(^3\)Byzantine workers can send any message or send nothing.

---

Algorithm 3: 2PRASHB

**Initialization:** The same as Algorithm 1.

1: for \( t = 0, \ldots, T - 1 \) do
2: Server broadcasts \( \theta_t \) to all workers;
3: Clients calculate and send momentums \( \{m_t^{(i)}\}^n_{i=1} \) by executing line 2-7 in Algorithm 1;
4: Server calculates two values from the received momentums:

\[
R_t = \text{Inner}(\{m_t^{(1)}, \ldots, m_t^{(n)}\}), \quad (6)
\]

\[
Q_t = \text{Outer}(\{m_t^{(1)}, \ldots, m_t^{(n)}\}). \quad (7)
\]

5: Server proposes two updated models with parameters: \( \bar{\theta}_t = \theta_{t-1} - \gamma_t R_t \) and \( \bar{\theta}_t = \theta_{t-1} - \gamma_t Q_t \), and send both \( \bar{\theta}_t \) and \( \bar{\theta}_t \) to all clients;
6: for every honest worker \( \omega_i \in H_i \), in parallel do
7: Evaluate the loss of the two proposed models \( \bar{\theta}_t \) and \( \bar{\theta}_t \) on a new mini-batch of data samples;
8: Choose one set of parameters with smaller loss, and send its choice to the server;
9: end for
10: Server chooses the model which wins the popular vote (breaking ties arbitrarily), and sets it as \( \theta_t \);
12: return \( \frac{1}{T} \sum_{t=0}^{T-1} \theta_t \);

drawn from a Dirichlet distribution \( q \sim \text{Dir}(\alpha p) \), where \( p \) is a prior class distribution over 62 classes (Hsu, Qi, and Brown 2019). Each client sample from a categorical distribution characterized by an independent \( q \). In our experiment for the heterogeneous setting, we let \( \alpha = 0.1 \), which is described as the extreme heterogeneity setting in (Allouah et al. 2023a). For each worker, the training set and testing set are sampled independently from a distribution characterized by the same \( q \). Due to space limitations, similar results for CIFAR10 (Krizhevsky 2009) are deferred to appendix.

**Adversarial attacks.** We run experiments for 3 levels of adversarial rates: 0.1, 0.2, and 0.4, i.e. 3, 7, and 14 out of 35 clients are corrupted. The honest workers are always honest during the learning process. The Byzantine workers send corrupted update vectors to the server, and vote for the model with larger loss in the voting phase if the two-phase framework is applied. We simulate 6 commonly studied adversarial attacks: the label flipping attack LF, the sign flipping attack SF, the random Gaussian attack Gauss, the omniscient attack Omn (Blanchard et al. 2017), the fall of empire attack Empire (Xie, Koyejo, and Gupta 2020), and the scaled variance attack SV (Baruch, Baruch, and Goldberg 2019; Allen-Zhu et al. 2021). We also customize a more sophisticated attack tailored to aggregation rules, PGA algorithm (Shejwalkar et al. 2022), to attack various algorithms. See appendix for complementary description about all attack algorithms.

**Baselines.** We compare the proposed algorithms with 6 baseline aggregation rules: the naive average (Avg), Geo-
metric Median (GM) approximated by the Weiszfeld’s algorithm (Pillutla, Kakade, and Harchaoui 2022) with the 1 iteration, Centered Clipping (CClip) (Karimireddy, He, and Jaggi 2021) with hyperparameters $v = 0$ and $\tau = 0.215771$, Coordinate-Wise Median (CWM) (Yin et al. 2018), Coordinate-Wise Trimmed Mean (CWTM) (Yin et al. 2018), and Krum (Blanchard et al. 2017). We apply all the baseline aggregators to the RASHB framework.

**Architecture and hyperparameters.** In our study, we employ a Convolutional Neural Network (CNN) comprising two convolutional layers (see appendix for details), with a learning rate of 0.1 and momentum of 0.99. The training process is carried out over 1500 rounds with a batch size of 3. We run all models with different aggregation rules under each attack five times, each with different random seeds. Finally, we report the averages of performance across these runs. The implementation is based on RFA and MEBwO.

**Experimental results.** Table 1 shows the performance of different aggregation algorithms and adversarial attacks on the uniform sampling dataset at an adversarial rate of 0.4. The results demonstrate the robustness of Cent2P and Mean2P, as they consistently achieved the highest worst performance across different attack scenarios. Specifically, Cent2P achieved a minimum accuracy of 0.62, while Mean2P achieved 0.61, both outperforming the third method, CClip, with a minimum accuracy of 0.20. Furthermore, only Cent2P and Mean2P achieved an accuracy above 0.75, whereas the accuracy of all the other methods remained below 0.20 and 0.32 under the Omn and SV attack scenarios respectively. These results underscore the remarkable effectiveness of Cent2P and Mean2P in maintaining strong performance, even when confronted with challenging adversarial conditions.

<table>
<thead>
<tr>
<th>Aggregation</th>
<th>LF</th>
<th>SF</th>
<th>Gauss</th>
<th>Omn</th>
<th>Empire</th>
<th>SV</th>
<th>Worst</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg</td>
<td>0.56</td>
<td>0.04</td>
<td>0.79</td>
<td>0.00</td>
<td>0.79</td>
<td>0.32</td>
<td>0.00</td>
</tr>
<tr>
<td>GM</td>
<td>0.64</td>
<td>0.46</td>
<td>0.79</td>
<td>0.00</td>
<td>0.74</td>
<td>0.07</td>
<td>0.00</td>
</tr>
<tr>
<td>CClip</td>
<td>0.58</td>
<td>0.45</td>
<td>0.64</td>
<td>0.20</td>
<td>0.26</td>
<td>0.26</td>
<td>0.20</td>
</tr>
<tr>
<td>CWM</td>
<td>0.50</td>
<td>0.45</td>
<td>0.54</td>
<td>0.02</td>
<td>0.07</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>CWTM</td>
<td>0.51</td>
<td>0.39</td>
<td>0.55</td>
<td>0.02</td>
<td>0.05</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Krum</td>
<td>0.53</td>
<td>0.36</td>
<td>0.47</td>
<td>0.10</td>
<td>0.01</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>Cent2P</td>
<td>0.74</td>
<td>0.62</td>
<td>0.76</td>
<td>0.79</td>
<td>0.74</td>
<td>0.76</td>
<td>0.62</td>
</tr>
<tr>
<td>Mean2P</td>
<td>0.73</td>
<td>0.61</td>
<td>0.76</td>
<td>0.79</td>
<td>0.73</td>
<td>0.75</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 1: Performance comparison on the uniform sampling datasets at an adversarial rate of 0.4.

Figure 2 illustrates the testing accuracy on the heterogeneous datasets at an adversarial rate of 0.2. The results highlight that when subjected to the SF and Omn attacks, Cent2P and Mean2P exhibit significant advantages over all other aggregation rules. When facing the SV attack, Cent2P and Mean2P display a slight advantage over Avg and much outperform the remaining baseline methods. Conversely, Avg achieves the best performance under the Empire attack, while certain resilient aggregation rules experience significant degradation. Cent2P, Mean2P, and GM yield comparable results to Avg. In the presence of LF and Gauss attacks, Cent2P, Mean2P, Avg, and GM stand out as having the highest testing accuracy.

**6 Conclusion and Future Work**

We have proposed a near-optimal resilient aggregation framework based on 1-center and 1-mean clustering with outliers. Approximation algorithms have been applied to achieve both efficiency and resilience/robustness. We have proven safety guarantees provided by the proposed algorithms. We have proposed a two-phase resilient aggregation framework based on the observation that no single aggregation rule outperforms other rules against two contradicting types of attacks. We have shown the advantages of the proposed approaches by running numerical simulations for image classification with non-convex loss in the homogeneous and heterogeneous settings. Future work may study the resilience of other outlier-robust clustering methods, and the theoretical guarantee of the 2PRASHB framework.
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