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Abstract

Test-time domain adaptation aims to adapt the model trained
on source domains to unseen target domains using a few un-
labeled images. Emerging research has shown that the label
and domain information is separately embedded in the weight
matrix and batch normalization (BN) layer. Previous works
normally update the whole network naively without explic-
itly decoupling the knowledge between label and domain.
As a result, it leads to knowledge interference and defective
distribution adaptation. In this work, we propose to reduce
such learning interference and elevate the domain knowledge
learning by only manipulating the BN layer. However, the
normalization step in BN is intrinsically unstable when the
statistics are re-estimated from a few samples. We find that
ambiguities can be greatly reduced when only updating the
two affine parameters in BN while keeping the source do-
main statistics. To further enhance the domain knowledge ex-
traction from unlabeled data, we construct an auxiliary branch
with label-independent self-supervised learning (SSL) to pro-
vide supervision. Moreover, we propose a bi-level optimiza-
tion based on meta-learning to enforce the alignment of two
learning objectives of auxiliary and main branches. The goal
is to use the auxiliary branch to adapt the domain and bene-
fit main task for subsequent inference. Our method keeps the
same computational cost at inference as the auxiliary branch
can be thoroughly discarded after adaptation. Extensive ex-
periments show that our method outperforms the prior works
on five WILDS real-world domain shift datasets. Our method
can also be integrated with methods with label-dependent
optimization to further push the performance boundary. Our
code is available at https://github.com/ynanwu/MABN.

Introduction

Deep models achieve astonishing performance due to the
matched training and testing data distributions (Choi et al.
2018; Wu et al. 2021). However, such assumption is vulnera-
ble in the real world as it is impossible to collect training data
to cover the universal distribution. Therefore, unseen distri-
butions at inference lead to degenerate performance stem-
ming from distribution shift (Geirhos et al. 2018).
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Figure 1: Top: Illustration of TT-DA setting. Given an un-
seen target domain at test-time, a few unlabeled data are used
for adaptation and the adapted model is then used for infer-
ence. Bottom: To maximize the extraction of domain knowl-
edge from unlabeled data, we only update the two affine pa-
rameters in BN using the label-independent self-supervised
loss. The goal is to enforce the adapted affine parameters to
correct the feature distribution towards target domain.

Unsupervised domain adaptation (UDA) is a line of re-
search to mitigate the distribution shift by incorporating mu-
tual dependence of labeled source data and unlabeled target
data (Wang and Deng 2018; Ganin et al. 2016; Shu et al.
2018; Long et al. 2018). Clearly, it is impractical to repet-
itively perform UDA for every unseen target domain. In
contrast, domain generalization (DG) aims to overcome this
limitation by aspiring to train a model on source data that can
effectively generalize across unseen target domains (Muan-
det, Balduzzi, and Scholkopf 2013; Seo et al. 2020). Never-
theless, it is unrealistic to expect a universal model to han-
dle all diverse unseen domains. To address such limitation,
pioneer works such as ARM (Zhang et al. 2021) and Meta-
DMOoE (Zhong et al. 2022) propose to introduce an addi-
tional phase where the model is adapted to each target do-
main using a few unlabeled data prior to inference. We refer
to this scenario as test-time domain adaptation (TT-DA) as
shown in the top of Fig. 1. The motivation behind TT-DA is
that a small number of unlabeled data in a target domain are
easy to obtain (e.g., images obtained during camera calibra-
tion) and they provide a cue of the underlying distribution of
the target domain (Zhang et al. 2021).

Adapting a model with a limited amount of unlabeled



The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

data remains a challenge. ARM tackles the problem by
meta-learning adaptive modules for unsupervised adapta-
tion (Finn, Abbeel, and Levine 2017). Its main limitation
is that the inner and outer loop optimizations are performed
on the same batch of unlabeled data. Intuitively, the adaptive
modules are optimized to only adapt to a single batch instead
of the broader data distribution. Unfortunately, this can im-
pede effective generalization. Under more challenging real-
world benchmarks, ARM even sometimes falls behind the
baseline of Empirical Risk Minimization (ERM) as shown
in the WILDS leaderboard (Koh et al. 2021). In contrast,
Meta-DMOoE enforces the adapted model to generalize on a
disjoint query set during training to improve the overall per-
formance. However, Meta-DMOoE formulates the adaptation
as a knowledge distillation process by querying the target-
related knowledge from a group of teacher models trained
on source domains. The adaptation is inherently bounded by
the teacher models. In addition, the size of the teacher en-
semble grows with the number of source domains, amplify-
ing computational demands and considerably slowing down
the adaptation process. It is worth noting that both ARM
and Meta-DMOoE lack a deliberate decoupling of knowledge
between domain and label. This potential overlap of knowl-
edge can introduce interference, rendering the models sus-
ceptible to performance degradation (Standley et al. 2020).

In this work, we propose a simple yet effective solu-
tion to enhance the refinement of domain knowledge ac-
quisition, achieved by decoupling the label-related knowl-
edge. Our work is partly inspired by the observation that
the weight matrix tends to encapsulate label information,
while domain-specific knowledge is embedded within the
BN layer (Li et al. 2016). We propose a strategic manipu-
lation of the BN layer to optimize the acquisition and trans-
ference of domain-specific knowledge. The BN layer nor-
malizes the input feature followed by re-scaling and shift-
ing using two affine parameters. However, the normalization
statistics computed for the target domain under TT-DA can
be unstable since we only have a small batch of examples
from the target domain. Instead, we propose to only adapt
the two affine parameters while directly using the normaliza-
tion statistics learned from source domains during training.
The intuition is that the features will first be normalized to-
wards the source distribution, but the adapted affine param-
eters aim to pull the normalized feature towards the target
distribution, as shown in the bottom of Fig. 1. Without the
ambiguity caused by unstable statistic estimation, optimiza-
tion of learning domain knowledge at the adaptation step is
much more stable. On the other hand, such a strategy also
keeps the same computational cost during inference without
incurring additional operations (Du et al. 2020) or parame-
ters (Bronskill et al. 2020) that are laborious to learn better
statistics. Furthermore, to generate a domain-oriented super-
vision signal on the unlabeled data, we construct an auxiliary
branch and employ class-independent self-supervised learn-
ing (SSL) (Grill et al. 2020; Liang et al. 2022).

Overall, we perform two-phase training. In the first phase,
we train the whole model to learn the label knowledge and
normalization statistics by mixing all the source data. To en-
dow the affine parameters with the adaptive capabilities to
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new domains, in the second phase, we employ a bi-level op-
timization as in meta-learning. Concretely, we treat every
source domain as one “task” and use few-shot unlabeled im-
ages to update the affine parameters (while keeping other
model parameters fixed) via an auxiliary branch. To ensure
that the optimization of the affine parameters is aligned with
the main task, we define the meta-objective by evaluating
the adapted affine parameters on a disjoint set in the task.
Note that the affine parameters are optimized at the meta-
level to act as an initialization for adaptation (Finn, Abbeel,
and Levine 2017). Through such a learning paradigm, our
model is learned to effectively adapt to a domain using unla-
beled data and use the adapted model to perform inference.
We dub our method as Meta-Adaptive BN (MABN). Our
contributions are summarized as follows:

* We propose a simple yet effective unsupervised adaptive
method that is tailored for TT-DA. We adapt only the
affine parameters via a self-supervised loss to each tar-
get domain to elevate the domain knowledge learning.

We employ a bi-level optimization to align the learning
objective with the evaluation protocol to yield affine pa-
rameters that are capable of adapting domain knowledge.

We conduct extensive experiments to show that our
method is more effective in learning the domain knowl-
edge. Thus, our domain-adapted model can be seam-
lessly integrated with the entropy-based TTA method
(e.g. TNET (Wang et al. 2021)) where the optimization
is more toward label knowledge.

We surpass ARM and Meta-DMoE by 9.7% and 4.3%
of Macro F1 on WILDS-iWildCam. We achieve superior
performance on five real-world domain shift benchmarks
in WILDS with both classification and regression tasks.

Related Work

Domain shift. Unsupervised Domain Adaptation (UDA)
addresses the distribution shift by jointly training on the
labeled source and unlabeled target data. Popular meth-
ods include aligning the statistical discrepancy across var-
ious distributions (Peng et al. 2019) and developing com-
mon feature space via adversarial training (Pei et al. 2018;
Long et al. 2018). Recently, source-free UDA methods have
been proposed to allow the absence of source data, such as
generative-based methods (Li et al. 2020; Qiu et al. 2021).
However, both settings are unrealistic. They have to access
sufficiently large unlabeled target datasets, and their objec-
tive is to achieve high performance on that particular target
domain. Domain Generalization (DG) is another line of re-
search that learns a generic model from one or several source
domains, and expects it to generalize well on unseen target
domains (Zhou et al. 2020; Lv et al. 2022). Both types of do-
mains cannot be accessed simultaneously. However, deploy-
ing such model to all unseen target domains fails to explore
domain specialty and often yields inferior solutions.
Test-time adaptation/training (TTA) aims to adapt models
towards test data to overcome the performance degradation
caused by distribution shifts. (Sun et al. 2020) employ ro-
tation prediction to update the model during inference. (Chi



The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

Mixed source data

Backone
(Shared),

Joint Training

Self-Sup.
(Aux.) »

A few unlabeled data of D

w7
Z| &
Sl =

Inner update

(7. By

2

L
N\ !
ii Sample Fast adaptation
$ Dy based on Eq. 3

Meta-Auxiliary Training

-
[
?»
(a) N =
(b) 2
h =~
Y, =
e E -~ | B
= % E "(’Y,ﬁ ) - 5
=l = (r N >
S|= < (A== = o
£ | = glzlZ|e ]
g i3 N S | =
ol N <SS ol & S
sl i g N U2
| i :
R
=)
I:] Meta-update
) D based on Eq. 4
O Outer update

J All test data of D (c)

Figure 2: Overview of the proposed MABN. In the joint training stage (a), we train the entire network to learn both label
knowledge and normalization statistics by mixing all the source data and performing joint training. During the meta-auxiliary
training stage (b), we first obtain the adapted parameters based on the auxiliary loss in the inner loop. Then, the meta-model is
updated at the outer loop based on the main task loss computed on adapted parameters. At test-time (c), we simply apply the
adaptation step to update the model specifically to an unseen target domain.

et al. 2021; Liu et al. 2022, 2023) reconstruct the input im-
ages to achieve internal-learning. ARM (Zhang et al. 2021)
incorporates test-time adaptation with DG, which meta-
learns a model that is capable of adapting to unseen target
domains. Meta-DMoE (Zhong et al. 2022) suggests treating
each source domain as an expert, addressing domain shift by
querying the relevant knowledge between the target domain
data and these experts. However, those methods do not ex-
plicitly identify which knowledge and how they should be
learned to enlarge the performance gain.

Batch normalization. (Nado et al. 2020) introduce
prediction-time BN, utilizing test batch statistics for stan-
dardization. Similarly, (Du et al. 2020) and (Hu et al. 2021)
update the test statistic using predefined hyper-parameter
and moving average, respectively. Conversely, (Schneider
et al. 2020) propose to adapt BN statistics by combining
source and test batch statistics to mitigate covariate shift.
(Lim et al. 2023) interpolate the statistics by adjusting the
importance between source and test batch statistics accord-
ing to the domain-shift sensitivity of each BN layer. The
primary difference with existing methods is that instead of
learning a perturbable statistic, we focus on investigating the
role of affine parameters towards the generalizability of few-
shot learners under TT-DA setting.

Meta-learning. Existing meta-learning methods can be
categorized into: 1) model-based (Bateni et al. 2020); 2)
optimization-based (Ravi and Larochelle 2017); and 3)
metric-based  (Snell, Swersky, and Zemel 2017). Typi-
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cal meta-learning methods utilize bi-level optimization to
train a model that is applicable for downstream adaptations.
Our work is built upon MAML (Finn, Abbeel, and Levine
2017), which trains a model initialization through episodes
of tasks for fast adaptation via gradient updates. Such learn-
ing paradigm has been widely applied in different vision
tasks, such as zero-shot learning (Wu et al. 2023b) and class
incremental learning (Chi et al. 2022; Wu et al. 2023a;
Wang et al. 2023). In our case, the adaptation is achieved in
an unsupervised manner, and the bi-level optimization is uti-
lized to adapt to unseen domain and generalize well across
all data samples in that domain.

The Proposed Method

Problem setting. In this work, we consider the setting
in (Zhong et al. 2022) which we refer to as test-time do-
main adaptation (TT-DA). During the offline learning stage,
we have access to M labeled source domains denoted as
{DL}M, . Each source domain DY contains a set of label
data, i.e. Dy = (zg,ys)" where (z,y) indicate the input im-
age and corresponding label, respectively. After offline train-
ing with these source domains, we obtain a trained model
and an adaptation mechanism. During testing, we are given
a new target domain D7. Our goal is to adapt the trained
model to this target domain using only a small number of
unlabeled images from the target domain. Here we assume
all the domains share the same label space, but there can be a
domain shift between any of these source and target domains
{D},D%,..., DM Dr}.
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TT-DA is related to domain adaptation, but there are some
key differences. Traditional unsupervised domain adaptation
(UDA) assumes access to both source (either single or multi-
source) and target domains during training. In contrast, dur-
ing offline training, TT-DA does not have access to the target
domain. During testing, the adaptation of TT-DA cannot ac-
cess the source domains. Another related setting is source-
free domain adaptation (SFDA). The key difference is that
the adaptation in SFDA assumes access to a large number of
unlabeled data from the target domain. In contrast, TT-DA
only requires a small number of target images for the adap-
tation. TT-DA is a more realistic setting for many real-world
scenarios. For example, in wild animal monitoring applica-
tions, after we install a surveillance camera in a new location
(i.e. domain), we may want to deploy an adapted model after
collecting only a few images from the new camera. TT-DA
is also related to test-time adaptation (TTA). The key dif-
ference is that TTA usually adapts the model for a batch of
test examples, then the adapted model is used for prediction
on the same batch of examples. In practice, it may not be
realistic to adapt the model every time before a prediction
is needed. In contrast, TT-DA only adapts the model once
using a small batch of images. The adapted model is then
used for prediction for all test images of the target domain.
In real-world scenarios, this is a more realistic setting.

Motivations

Adapting the model using a few unlabeled data is challeng-
ing and the problem is particularly acute when unknown
distribution is encountered. Within this complex setting,
two fundamental questions require careful consideration: 1)
What type of knowledge is most efficacious for adapting to
an unseen domain? 2) How can one procure adequate super-
vision to guide the model’s update toward that domain?
Prior work has shown that label and domain knowledge
are distinctively encoded in the weight matrix and BN lay-
ers, respectively (Li et al. 2016). In the context of TT-DA,
where all domains share the same label space, it implicitly
indicates that label information can be learned from exten-
sive source data (Li et al. 2016). Consequently, our approach
focuses on selectively modulating the BN layers, leaving the
well-acquired label knowledge undisturbed. Given a batch
of feature map F, BN layer performs normalization and
affine transformation separately on every channel as:
F—p
VoZte
w and o are the calculated mean and variance of the batch,
and ¢ is a small number to prevent division by 0. v and /3 are
the two affine parameters. During training, running mean p’
and variance o’ are updated by each batch, and converge to
the true statistics of source data. They will be adopted at
the inference. However, estimating the statistics of unknown
target domains using a few examples is unstable, as the data
points are sparsely sampled. To reduce the interference from
such instability, we propose to leverage the p’ and o’ com-
puted from source data and only update v and 3. Although
the first normalization step will transform the input features
towards source distribution, v and 3 are optimized to adapt

F =~+F+ 3, where, F=

ey
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and pull the normalized feature towards target distribution.
This approach is straightforward to implement and keeps the
minimum number of learnable parameters without introduc-
ing any extra inference cost.

To provide supervision for v and /3, and in the meantime,
further strengthen the domain knowledge learning, we pro-
pose to utilize class-independent self-supervised learning.
Specifically, an auxiliary branch is integrated in parallel with
the main classification branch as shown in Fig. 2(a). These
two branches share the same input feature which is encoded
by the backbone. The architecture of the auxiliary branch
depends on the SSL algorithm — it can be a single MLP or
a more complicated structure. In this work, we do not aim
to design novel SSL methods, but rather adopt the existing
ones, e.g. BYOL (Grill et al. 2020). After adapting to the tar-
get domain, the auxiliary branch can be discarded and only
the original network, e.g. ResNet, is retained for inference.

Learning Label-Dependent Representation

Given that the weight matrix encodes rich label information,
and all the domains share the same label space, we first per-
form large-scale training on source data. We mix all the data
in {D4}M, to uniformly sample the mini-batches. The aux-
iliary and main branches are updated by optimizing the joint
loss:

Ljoint = Lo + ALssL. (2)

Lssr, and Lop denote the self-supervised loss and super-
vised cross-entropy loss, respectively. Note that Lo g can be
replaced accordingly (e.g. MSE loss) for regression prob-
lems. These two losses are balanced by A. The running mean
1/ and variance o’ statistics collected during the training
converge to the accurate statistics of source data.

Learning to Adapt to Unseen Domain Knowledge

The model optimized by Ljqin: is not necessarily prepared
to adapt to unseen domains as the auxiliary loss (Lssr)
and the main loss (L g) are mutually independent. In other
words, the parameters updated by the gradient from the aux-
iliary branch cannot guarantee positive improvement to main
task. Moreover, the model lacks awareness of its subsequent
learning duty, which involves adapting to unseen domains.

Meta-auxiliary training. To address such an issue, we
propose a meta-auxiliary learning scheme to align the gra-
dients between two losses and endow the model to learn
to adapt to unseen domains. At the meta-auxiliary training
stage, we freeze the weight matrix to preserve the rich la-
bel information. We also directly adopt the running mean
1/ and variance ¢’ from the source data to reduce the in-
terference on domain information learning caused by un-
stable few-shot data. As a result, only the affine parameters
(v, 8) = {(7, B)°, (v, )"} are learnable during this stage.
Here the superscripts S and A are used to denote the pa-
rameters for the shared backbone and the auxiliary branch,
respectively. Note that we adopt a one-layer MLP as the clas-
sification head without BN, and (1, 3)* are SSL-dependent.
If the auxiliary branch has no BN, it can be simply ignored.

To train (v, 8), we employ episodic learning as in meta-
learning (Finn, Abbeel, and Levine 2017) to consider every
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domain as a “task”. We perform nested optimization at the
task level instead of instance level, so that (v, 3) are meta-
trained to fulfill the task of learning to adapt to unseen do-
mains. For each iteration, we select a source domain (task)
DY%. We sample an unlabeled support set S? and a labeled
query set Q' from DY. We first adapt (v, 3) to this domain
using SSL on the support set S¢ with a learning rate of « as:

(5/’ /B) = (77 ﬂ) - av(V7B)ESSL(Si; 9, (’Ya ﬂ))v 3)

where 6 denotes all the weight matrices. Ideally, (7, 3)
should adapt to the domain D% and improve the main
branch. In other words, the adapted model should generalize
to all data in that domain in terms of the main task. There-
fore, we evaluate (7, 3) on the disjoint labeled query set Q°
using Eq. 2 as the meta-objective and update as:

(736) — (77ﬁ) - 6V(’y,ﬁ)£Joint(Qi; 97 (5/7 B))? (4)

where § is the outer loop learning rate. Updating (-, )4 re-
quires supervision from Lggy,, therefore, we use the joint
loss. Note, in Eq. 4, the evaluation is conducted on (¥, 3)
but the gradient update is carried out on original (v, 8) to
achieve meta-level updates. The symbol for input and out-
put (z,y) is omitted in Eq. 3 and Eq. 4 for simplicity and
the process is repeated until converged. Alg. 1 and Fig. 2(b)
elaborate the whole training pipeline.

Meta-auxiliary testing. The meta-parameters (v, 3) have
been learned specifically to facilitate the domain knowledge
adaptation on unseen target domains. At test-time, given an
unseen target domain Dr, the adapted parameters (7, 8) are
obtained by simply performing the inner loop as Line 12 in
Alg. 1 and Fig. 2(c) using the support set consisting of a few
unlabeled images. Then the adapted model can perform in-
ference on all test samples in that domain, and the auxiliary
branch is discarded to retain the computational cost.

Experiments

Dataset and evaluation metrics. In this work, follow
Meta-DMOoE (Zhong et al. 2022) to evaluate our method
on five benchmarks from WILDS (Koh et al. 2021): iWild-
Cam (Beery et al. 2021), Camelyon17 (Bandi et al. 2018),
RxRx1 (Taylor et al. 2019), FMoW (Christie et al. 2018)
and PovertyMap (Yeh et al. 2020). Note, that we follow the
official training/validation/testing splits, and report the same
metrics as in (Koh et al. 2021), including accuracy, Macro
F1, worst-case (WC) accuracy, Pearson correlation (r), and
its worst-case counterpart. We also evaluate on DomainNet
benchmark (Peng et al. 2019). Detailed descriptions of the
benchmarks are provided in the supplement.

Model architectures. For faithful comparison, we fol-
low WILDS (Koh et al. 2021) to use ResNet50 (He et al.
2016), DenseNet121(Huang et al. 2017) and ResNet18 (Yeh
et al. 2020) as the backbones of our proposed method for
iWildCam/RxRx1, Camelyonl7/FMoW and PovertyMap
datasets. The output of the last average pooling layer of
the backbone is served as the input of auxiliary and main
branches. As for the auxiliary branch, we select BYOL (Grill
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Algorithm 1: Meta-auxiliary training of MABN

Require: «, d, n: learning rates; B: meta batch size
Require: {D%}M,: data of source domains
1: Initialize weight matrix € and affine params (v, 3)

2: // Learning label representation on mixed source data
3:(0,7,8) < (0,7,8) =1V (6,4,8 Lioint(Ds; 05 (7, B))
4: while not converged do

5: // Learning to adapt to domain-specific knowledge
7:  Sample a meta batch of B source domains: {D4}2 |
8: Reset the loss of current meta batch: Lg = 0

9:  for each D% in {DL}52 | do

10: Sample support and query set: (S?, Q) ~ D%
11: /I Perform adaptation via self-supervised loss
12: (’?7ﬁ) = (77&) _av('y,ﬁ)GSSL(S;e; (’Wﬁ))
14: // Evaluate the adapted (7, 8) using Q and

15: /[ accumulate the loss _

16:  Lp=Lp+ Lioint(Q;0; (5, 5))

17:  end for

18:  // Update (v, 5) for current meta batch

19: (7,8) < (1,8) —6V(.p LB

21: end while

et al. 2020) as the self-supervised learning method. Its archi-
tecture consists of two MLP layers with BN and ReL.U ac-
tivation, we refer the readers to the original paper for more
details. For the main branch, we simply use a linear layer for
both classification and regression tasks.

Implementation. We follow (Zhong et al. 2022) to use
ImageNet-1K (Deng et al. 2009) pre-trained weights as the
initialization to perform joint training. Adam optimizer is
used to minimize Eq. 2 with a learning rate (LR) of 1e~* for
20 epochs. LR is reduced by a factor of 2 when the loss
reaches a plateau. A in Eq. 2 is set to 0.1. During meta-
auxiliary training, we fix the weight matrix of the entire net-
work, and directly use the running statistics p’ and o’ for
the BN layers. Only the affine parameters v and 3 of the
BN layers are further optimized using Alg. 1 for 10 epochs
with fixed LR of 3e~* for o and 3e for J. During test-
ing, for each target domain, we randomly sample 12 images
for iWildCam and 32 images for the rest datasets to perform
adaptation first (Line 12-13 of Alg. 1). The adapted model is
then used to test all the images in that domain. The same pro-
cess is repeated for all target domains. All the experiments
are conducted with 5 random seeds to show the variation.

Experimental Results

Main results. We compare the proposed approach with
a variety of methods showing on the WILDS leader-
board, including non-adaptive methods ERM (Vapnik 1999),
CORAL (Sun and Saenko 2016), Group DRO (Sagawa
et al. 2020), IRM (Arjovsky et al. 2019) and adaptive meth-
ods ARM (Zhang et al. 2021), Meta-DMoE (Zhong et al.
2022), PAIR (Chen et al. 2023). The experimental results in
Tab. 1 show that the proposed method outperforms all other
methods under 8 evaluation metrics across all five datasets.
Specifically, our MABN surpasses the most recent method
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Methods iWildCam Camelyonl17 | RxRx1 FMoW PovertyMap

Acc  Macro F1 Acc Acc WC Ace  Avg Acc | WC Pearsonr Pearsonr
ERM 71.6£2.5 31.0+1.3 | 70.3+6.4 [29.9+0.4]32.3+1.25 53.0+0.55| 0.45£0.06  0.784+0.04
CORAL 73.3+4.3 32.840.1 59.5+7.7 |28.440.3|31.7£1.24 50.5£0.36 | 0.444+0.06  0.784+0.05
Group DRO | 72.7+2.1 239420 | 68.4+7.3 |23.04£0.3|30.8£0.81 52.14+0.5 0.39£0.06  0.7540.07
IRM 59.8£3.7 15.1+49 | 64.2+8.1 8.2+1.1 |30.0£1.37 50.8+0.13| 0.43+0.07 0.77%0.05
ARM-CML |70.5£0.6 28.6+0.1 84.2+1.4 |17.3+£1.8]27.240.38 45.7+0.28 | 0.37£0.08  0.754+0.04
ARM-BN | 70.3£24 23.74+2.7 | 87.2+0.9 |31.2+0.1 |24.6+0.04 42.0+0.21| 0.49£0.21  0.84+0.05
ARM-LL |71.44+0.6 27.4+0.8 | 84.2+2.6 |24.3+0.3|22.1+£046 42.7£0.71| 0.41+0.04 0.76+0.04
Meta-DMoE | 77.2+0.3 34.0+0.6 | 91.4+1.5 |29.840.4|35.44+0.58 52.54+0.18 | 0.51£0.04  0.8040.03

PAIR 749+1.1 279409 | 74.0+7.2 |28.8+0.0|35.44+1.30 - 0.47+0.09 -
MABN (ours) | 78.4+0.6 38.3+1.2 | 92.4+1.9 |32.74+0.2 |36.6+0.41 53.2+£0.52| 0.56+£0.05 0.84+0.04

Table 1: Comparison with the state-of-the-arts on the WILDS benchmark under the out-of-distribution setting. Metric means
and standard deviations are reported across replicates. For each comparison method, we either obtain its result directly reported
in the leaderboard or use the released official model with default parameters.

Method clip info paint quick real sketch avg
ARM 49.7 163 409 94 534 435 355
Meta-DMoE 63.5 21.4 513 143 623 524 442
Ours 64.2 23.6 515 152 64.6 541 455

Table 2: Comparison on the DomainNet (Accuracy).

Adapted (7, /5’) ‘ No adapt Not-matched Matched
Accuracy 74.69 72.39 78.40
Macro-F1 36.77 33.32 38.27

Table 3: Verification of domain knowledge learning. “No
adapt” means the meta-learned (v, ) are used for all do-
mains without adaptation. “Not matched” means each tar-
get domain randomly uses the adapted (¥, 3) from other do-
mains instead of its own. “Matched” means each target do-
main uses its own adapted (7, 3).

PAIR in classification accuracy by 3.5%, 18.4% and 3.9% on
iWildCam, Camelyonl7 and RxRx1 datasets. We also out-
perform Meta-DMoE by a (%) margin of 1.2/4.6 on iWild-
Cam, 1.0 on Camelyon17, 2.9 on RxRx1, 1.2/0.7 on FMoW
and 0.05/0.04 on PovertyMap. Note, our method only uses a
single model which is more lightweight while Meta-DMoE
has a group of teacher models. These results show the effec-
tiveness of identifying the crucial parameters for adapting to
domain-specific knowledge. Such adaptability is important
for enhancing the generalization of the target domain. Tab. 2
reports the superiority of our method on DomainNet.

Is MABN really learning the domain knowledge? To
show that our adapted models have learned domain-specific
information and adapt to each of the target domains, we con-
duct an experiment to shuffle the adapted (7, B ) across target
domains. Specifically, assume there are /N target domains,
we save all the adapted affine parameters as {(7, 3) i
For j'" target domain, we randomly use (7, 3)., which be-
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Update BN Update Affine
Method Acc Macro F1| Acc Macro F1
TENT (min. entropy) |33.27  0.77 75.92 3640
Our (min. auxiliary) |75.86  36.76 |78.40  38.27
Our+TENT 75.84 3193 |79.68 38.85

Table 4: Comparison and integration of our MABN with
other TTA method. TENT learns more label-related knowl-
edge by minimizing entropy, which can be seamlessly com-
bined with our method to achieve superior performance.

longs to other domains (i.e., ¢ # wu), we name it “Not
matched”. We then compare it with when the ;' tar-

get domain utilizes its own (7, 5);, which we refer to as
“Matched”. As reported in Tab. 3, several observations can
be made: 1) when the target domains utilize non-matched
adapted domain knowledge, the performance dropped sig-
nificantly. However, the performance boosts when the tar-
get domain uses its own knowledge; 2) Using the correct
adapted (¥, 3), immense improvement is made compared
to the non-adaptive model. Thus, we can conclude that our
method learns unique domain knowledge for every target
domain and improves the overall performance. We also vi-
sualize the features before and after adaptation using t-SNE
(Van der Maaten and Hinton 2008). As shown in Fig. 3, each
class cluster is more discriminative after adaptation.

To further show that our method is learning do-
main knowledge, we seamlessly integrate MABN with an
entropy-based TTA method TENT (Wang et al. 2021),
which is more label-related. To do so, for each target do-
main, we first use MABN to adapt the domain and then ap-
ply TENT on each batch. We also compare the case of taking
the whole BN layer and only the affine parameters. Several
conclusions can be drawn from Tab. 4: 1) Adapting the en-
tire BN layer proves to be problematic, as the normalization
is unstable and interferes with the affine parameters; 2) Our
method outperforms TENT due to the fact that label-related
information is already contained within the weight matrix,
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(a) Before adaptation

(b) After adaptation

Figure 3: t-SNE visualization of features before and after
adaptation. Each data sample is represented as a point, and
each color corresponds to a class randomly selected from the
target domain of the iWildCam dataset.

iWildCam
Index| SSL Param. TS Adapt Ace F1

1 X All CE X 68.7 31.3
2 v All Joint X 70.5 33.2
3 v BN Joint v [68.2 30.5
4 v Aff Joint v |71.1 339
5 v All Meta v |72.0 294
6 v Aff  Meta X 747 36.8
7 v Aff  Meta v |784 383

Table 5: Ablation studies for different components of our
framework. SSL denotes SSL branch. Param. denotes
which parameters are updating, including the whole net-
work (“All”), BN layer (“BN”) or only the affine parame-
ters (“Aff”). T'S denotes the training scheme. Adapt denotes
whether adapting to each target domain.

thereby necessitating the learning of domain-specific infor-
mation; 3) Since we aim to learn the domain information, in-
tegrating with TENT further pushes the boundary by a large
margin (1.28% and 0.58% on accuracy and F1 score).

Ablation studies. To evaluate the contribution from each
component in MABN on the iWildCam dataset. As reported
in Tab. 5, several conclusions can be drawn: 1) (Index 1 vs.
2) adding the SSL branch and jointly training is beneficial
to handle distribution shift. The hypothesis is that SSL im-
proves the discrimination of the learned feature; 2) (Index 2
vs. 3) adapting the model by updating the whole BN even de-
grades the performance as the normalization statistic learned
from a few images is unstable. However, freezing the nor-
malization and only updating the affine parameters overturns
the results (Index 4) and positive improvement is observed.
The results confirm our hypothesis: the unstable normaliza-
tion statistics can interfere the adaptation process and the
affine parameters alone are more effective to adapt to un-
seen domains; 3) Our meta-auxiliary training aims to meta-
learn the affine parameters that can adapt to any domains ef-
fectively. It implicitly indicates that the meta-learned affine
parameters are more general to all distributions instead of
the one only fit to source domains. Therefore, even without
adaptation, the meta-learned model achieves better general-
ization (Index 4 vs. 6). Besides, our meta-objective aligns
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. .. liWildCam

Self-supervised Backbone’[‘ralnlngw
None (baseline) ResNet50| CE |68.7 31.3
Rotation (Sun et al. 2020) ResNet50| Joint [69.2 31.5
Rotation (Sun et al. 2020)ResNet50| Meta [72.8 33.0
MAE (He et al. 2022) |ViT-Base| Joint (71.7 33.8
MAE (He et al. 2022) | ViT-Base| Meta (74.9 35.1
Ours (BYOL) ResNet50| Joint (70.5 33.2
Ours (BYOL) ResNet50| Meta (78.4 38.3

Table 6: Evaluation on different SSL tasks. Note, we adapt
ViT-Base by updating the last block as it does not have BN
layer, verifying the effectiveness of meta-auxiliary training.

two learning objectives, so that the adapted affine parame-
ters by SSL to target domains further push the performance
boundary (Index 7); 4) But without properly disentangling
the learning knowledge and identifying the adaptive param-
eters, it is ineffective to adapt to unseen domains (Index 5).

Hyper-parameter analysis. We study the performance of
our MABN under various parameter settings. We first inves-
tigate the sensitivity on the number of unlabeled data used
for adaptation at test-time. Intuitively, more unlabeled data
from a target domain reveals a more precise representation
of its underlying distribution. Consequently, as reported in
Fig. 6 in the supplementary, increasing the number of un-
labeled data empowers MABN to more effectively exploit
the domain-specific knowledge. Moreover, in the extreme
case with only one unlabeled data, MABN still performs
better than without adaptation. These results again indicate
that adapting with only affine parameters is more effective
by creating less ambiguity from unstable statistics. We also
evaluate MABN with different SSL tasks as in Tab. 6. It is
observed that different SSL tasks affect MABN. However,
they are all superior over the baseline. On the other hand,
our meta-auxiliary learning scheme is able to improve over
joint training for all SSL methods even with ViT (Dosovit-
skiy et al. 2020), in which the last layer is updated as it
does not have BN layers. It is highlighted that the proposed
MABN is general and serves as a plug-and-play module for
existing methods to improve generalization.

Conclusion

In this paper, we have presented a simple yet effective
method MABN for test-time domain adaptation. Specif-
ically, our proposed method achieves domain knowledge
learning by only adapting the affine parameters in BN. To
further extract domain knowledge from a limited amount of
unlabeled data, we establish an auxiliary branch with label-
independent self-supervised learning. In addition, we intro-
duce a meta-learning-based optimization strategy so that the
affine parameters are learned in a way that facilitates do-
main knowledge adaptation. Extensive experiments on var-
ious real-world domain shift benchmarks demonstrate the
superiority of MABN over the state-of-the-art.
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