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Abstract
The partially observable constrained optimization problems (POCOPs) impede data-driven optimization techniques since an infeasible solution of POCOPs can provide little information about the objective as well as the constraints. We endeavor to design an efficient and provable method for expensive POCOPs under the framework of constrained Bayesian optimization. Our method consists of two key components. Firstly, we present an improved design of the acquisition functions that introduce balanced exploration during optimization. We rigorously study the convergence properties of this design to demonstrate its effectiveness. Secondly, we propose Gaussian processes embedding different likelihoods as the surrogate model for partially observable constraints. This model leads to a more accurate representation of the feasible regions compared to traditional classification-based models. Our proposed method is empirically studied on both synthetic and real-world problems. The results demonstrate the competitiveness of our method for solving POCOPs.

Introduction
The black-box constrained optimization problem considered in this paper is formulated as:

\[
\text{minimize } f(x) \text{ subject to } g(x) \leq 0, \tag{1}
\]

where \( x = (x_1, \ldots, x_n)^T \in \Omega \) denotes the decision variable, \( \Omega = [x_{i1}, x_{i2}]_{i=1}^m \subset \mathbb{R}^n \) denotes the search space, \( x_{i1}^L \) and \( x_{i2}^U \) are the lower and upper bounds of \( x_i \) respectively. The objective function \( f(x) \) and \( m \) constraint functions \( g(x) = (g_1(x), \ldots, g_m(x))^T \) are: (i) analytically unknown, i.e., we do not have access to \( f \) and \( g \) directly, but to \( x \) to be determined and their observations \( f(x) \) and \( g(x) \) instead; (ii) computationally expensive; and (iii) partially observable, i.e., the values of \( f \) and \( g \) are not observable/measurable when \( x \) is infeasible. We denote the unknown feasible space by \( \chi = \{ x \in \Omega | g(x) \leq 0 \} \). Partially observable constrained optimization problems (POCOPs) are not uncommon in real-life applications. For example, a robot control task will be suspended when a collision or excessive instantaneous power consumption is detected, where the feedback is merely a failure message rather than any reward (Marco et al. 2021). An AutoML task will be terminated without outputting the performance of a hyperparameter configuration but an error log when there is a memory overflow or computation timeout (Perrone et al. 2019). Bayesian optimization (BO) is recognized as an effective query-efficient framework for black-box optimization (Garrett 2023). Although there have been dedicated efforts on constraint handling in the context of BO, a.k.a. constrained Bayesian optimization (CBO), most of them are however expected to work with complete observations. Considering missing observations, existing CBO methods may become inefficient due to the following two issues.

- First, existing CBO methods risk overly exploiting known feasible regions in POCOPs. In particular, the update of an acquisition function such as expected improvement (EI) (Jones, Schonlau, and Welch 1998) stagnates when objective values are unobservable outside \( \chi \). This stagnation may cause cluttered observations in local feasible regions, resulting in an overconfidence effect in both surrogate modeling and candidate acquisition. Consequently, the efficiency of BO diminishes.

- Second, POCOPs generate mixed data from both feasible and infeasible solutions, which complicate sufficient exploitation using conventional surrogate models. When a probabilistic classifier like Gaussian process classifier (GPC) is employed to distinguish between feasible and infeasible solutions, the available observations lose their utility in refining the GPC model. Brockman et al. leveraged value observations by using regression models and artificially injecting values into infeasible solutions. However, this approach potentially introduces erroneous priors, thereby compromising optimization efficacy.

Bearing these considerations in mind, this paper proposes a novel CBO framework for POCOPs. Our main contributions are outlined as follows.

- To address the risk of overly exploiting evaluated local feasible regions, we propose a novel acquisition function framework. It enhances EI with a balanced constraint handling technique, encapsulated in a general exploration function to enable global search during optimization. We theoretically analyze the convergence properties of this design, and further develop an instance of the exploration function, effectively enhancing the efficiency of our method for solving POCOPs.
To fully leverage the mixed-observation characteristic of POCOPs, we propose heterogeneous-likelihood Gaussian processes (HLGPs), providing a promising representation of unknown constraints compared to classifier-based models. Further, we employ expectation propagation to manage the non-Gaussian inference, yielding an efficient Gaussian approximation of HLGPs.

To demonstrate the efficacy of our proposed method, we perform a series of experiments on diverse benchmark problems. These include synthetic problems and real-world applications in reinforcement learning-based control design and machine learning hyperparameter optimization. Experimental results show the competitiveness and better efficiency of our method compared to selected state-of-the-art CBO methods.

Related Works

Constrained Bayesian Optimization

Classic CBO methods usually reshape an unconstrained acquisition function by incorporating feasibility considerations. A prominent approach, the EI with constraints (EIC), first introduced by Schonlau, Welch, and Jones, has been extensively employed to locate feasible solutions with high probability (Gardner et al. 2014; Gelbart, Snoek, and Adams 2014). To further enhance EIC’s capability, Letham et al. leveraged a quasi-Monte Carlo approximation regarding observation noises. Furthermore, various strategies such as integration (Gelbart, Snoek, and Adams 2014), rollout (Lam and Willcox 2017), and a two-step lookahead algorithm (Zhang, Zhang, and Frazier 2021), have been proposed to achieve better optimization efficiency. These approaches increase the exploration of unknown regions, albeit at the cost of computational complexity, hindering their scalability for high-dimensional problems.

From the perspective of uncertainty reduction, predictive entropy search (PESC), which selects feasible candidate solutions directly from the search space, offers attractive heuristics to constrained optimization problems (Hernández-Lobato et al. 2015). However, the intractable nature of quadrature calculations during sampling in PESC has been a challenge. To address this, Takeno et al. proposed the min-value entropy search, enabling the sampling process to operate more effectively within the objective space. This concept was subsequently extended to accommodate binary observations (Perrone et al. 2019) and multi-objective scenarios (Belakaria, Deshwal, and Doppara 2019). Besides, the fusion of EI and entropy search showed promise for enhancing exploration (Lindberg and Lee 2015).

To harness the structure inherent in equation (1), researchers such as Gramacy et al. and Picheny et al. proposed the utilization of a Lagrangian method with slack variables, providing the capability to deal with equality constraints. Regarding problems marked by unknown constraints, Ariaifar et al. integrated BO with the alternating direction method of multipliers, thereby enabling the exploration of solutions even in the absence of feasible ones. Meanwhile, Eriksson and Poloczek proposed the use of Thompson sampling combined with a trust region approach towards enhancement of the scalability, meanwhile incorporating a thoughtful design aimed at maintaining computational efficiency.

Surrogate Models for Constraints

The aforementioned CBO methods frequently employ Gaussian Process regression (GPR) and GPC to construct surrogate models for unknown constraints. Notably, classifiers such as GPC and support vector machine (SVM) have been found effective in sequential updates when the real value of an infringed constraint remains unobservable (Lindberg and Lee 2015; Perrone et al. 2019; Ariaifar et al. 2019; Bachoc, Helbert, and Picheny 2020; Candelieri 2021). Yet, in partially observable scenarios, these classifiers exhibit limitations in utilizing available real-value observations, resulting in a dip in modeling performance. In response to this challenge, Marco et al. enhanced the construction of GPR models by introducing a switched likelihood combined with mixed data observations. As an alternative solution, Pourmohamad and Lee and Zhang, Dai, and Low proposed multivariate GPs (MVGP) with joint distributions of hybrid input to handle mixed observations.

Exploration for Unknown Feasible Regions

In light of the black-box nature of the problem at hand, discerning the feasibility of a solution becomes a significant concern. In this context, Parr et al. interpreted the delicate balance between enhancing the probability of feasibility (POF) and optimizing the objective as a multi-objective optimization issue. Focusing on optimization, Picheny developed a step-wise uncertainty reduction method, which capitalizes on the volume of feasible regions beneath the most promising solution observed up to that point, despite the method’s considerable computational complexity. Furthermore, the EIC was adapted in (Lindberg and Lee 2015; Wang and Ierapetritou 2018) to deepen the understanding of global feasible regions. Regarding exploration, level-set or contour estimation techniques have been adapted to locate unknown feasible regions (Ranjan, Bingham, and Michailidis 2008; Bect et al. 2012; Bachoc, Cesari, and Gerchinovitz 2021). Yet, these methods can be excessively aggressive, thereby hindering optimization progress.

Preliminaries of CBO

Conventional BO starts from uniformly sampling a set of solutions according to a space-filling experimental design method. Thereafter, it sequentially updates its next sample until the given computational budget is exhausted. BO consists two main components: (i) a surrogate model for approximating the true expensive objective function; and (ii) an infill criterion (based on the optimization of an acquisition function) for deciding the next point of merit.

Surrogate Model

Given a set of training data \( \mathcal{D} = \{ (x^i, f(x^i)) \}_{i=1}^N \), we apply the GPR model to learn a Gaussian process \( f(x) \) with a prior mean function \( \mu(x) \) and a noise-free likelihood (Rasmussen and Williams 2005). For a candidate solution \( x \), the
mean and variance of the target \( f(\tilde{x}) \) can be predicted as:
\[
\mu_f(\tilde{x}) = m(\tilde{x}) + k^T K^{-1} f, \\
\sigma_f^2(\tilde{x}) = k(\tilde{x}, \tilde{x}) - k^T K^{-1} k^*,
\]
where \( k^* \) is the covariance matrix between \( X \) and \( \tilde{x} \), \( K \) is the covariance matrix of \( X, X = (x^1, \ldots, x^N)^T \), and \( f = (f(x^1) - m(x^1), \ldots, f(x^N) - m(x^N))^T \). In this paper, we use the Matérn 5/2 as the kernel function combined with the constant mean function for all GP models by default. As for the \( i \)-th constraint in (1), it will be modeled by an independent GP model \( \tilde{g}_i(\tilde{x}) \) whose predictive mean and variance are denoted by \( \mu_{\tilde{g}_i}(\tilde{x}) \) and \( \sigma_{\tilde{g}_i}(\tilde{x}) \) respectively.

**Infill Criterion**

Instead of directly working on \( \tilde{f}(x) \), the actual search process of BO is driven by an acquisition function that naturally strikes a balance between exploitation of the predicted optimum and exploration regarding uncertainty. This paper applies the widely used EI to serve this purpose:
\[
\text{EI}(\tilde{x}|D) = \sigma_f(\tilde{x}) (\Phi_f(z) + \phi_f(z)),
\]
where \( z = \frac{\tilde{f} - \mu_f(\tilde{x})}{\sigma_f(\tilde{x})} \), \( \tilde{f}_D = \min_{(x,f(x)) \in D} f(x) \), \( \Phi_f \) and \( \phi_f \) denote the cumulative distribution function and probability density function according to \( \tilde{f} \), respectively.

To tackle unknown constraints, EIC was proposed as a product of the EI with POF (Gardner et al. 2014):
\[
\text{EIC}(\tilde{x}|D) = \text{EI}(\tilde{x}|D) \cdot \text{POF}(\tilde{x}),
\]
with
\[
\text{POF}(\tilde{x}) = \mathbb{P}[\tilde{g}(\tilde{x}) \leq \lambda] = \prod_{i=1}^m \Phi_{\tilde{g}_i}(\lambda),
\]
where \( \Phi_{\tilde{g}_i} \) denotes the cumulative distribution function of the \( i \)-th constraint based on a GPR model \( \tilde{g}_i(\tilde{x}) \sim \mathcal{N}(\mu_{\tilde{g}_i}(\tilde{x}), \sigma_{\tilde{g}_i}^2(\tilde{x})) \), \( \lambda \) is the threshold of a feasible level and is set to a constant \( 0 \) in this paper.

**Proposed Method**

This section delineates the implementation of our method, the CBO with balance (dubbed \( \text{CBOB} \)), for POCOPs. As shown in Algorithm 1, \( \text{CBOB} \) adheres to the conventional CBO procedure while introducing two unique algorithmic components (highlighted by \( \triangleright \)). The first is a framework for designing an acquisition function, facilitating balanced exploration by effectively harnessing the surrogate models of constraints. The second is a bespoke GP model, specifically formulated to model constraints using partial observations.

**A Framework for Acquisition Function Design**

Under the condition of partial observations, the EI function only updates upon evaluation of a feasible solution, while the POF predominantly targets known feasible regions. This results in an overemphasis on known feasible regions by the EIC, particularly when tackling POCOPs. Inspired by (Picheny 2014), we posit that prioritizing search towards less explored regions can enhance exploratory capability, thus promoting more global search behaviors in a CBO method. This approach has been empirically substantiated in (Lindberg and Lee 2015; Lam and Willcox 2017; Zhang, Zhang, and Frazier 2021). In this work, we propose a dynamic version of POF (DPOF) that incorporates an additional exploration capability, rather than prioritizing the most uncertain region indiscriminately, as follows:
\[
\text{DPOF}(\tilde{x}) = \prod_{i=1}^m \text{Proj}_{[0,1]}[(\rho(\tilde{x}) + 1)\Phi_{\tilde{g}_i}(\lambda)],
\]
where \( \text{Proj} \) clips values outside \([0, 1]\) to the boundaries, and \( \rho \) denotes a general exploration function defined below.

**Definition 1** (Exploration function). A smooth function \( \rho(\tilde{x}) : \Omega \rightarrow [0, \tilde{\rho}] \) is a valid exploration function if it is bounded by \( \tilde{\rho} > 0 \) and \( \rho(\tilde{x}) = 0 \) if \( \tilde{\rho} \equiv 0 \).

With an exploration function \( \rho \), DPOF assigns more weights to unknown regions than POF to facilitate a global search. However, to prevent excessive exploration and maintain a high probability of obtaining feasible solutions, we multiply \( \Phi_{\tilde{g}_i}(\lambda) \) with \( \rho \) in equation (6). Alternatively, this could be viewed as introducing a dynamic constraint threshold \( \lambda(\tilde{x}) = \Phi_{\tilde{g}_i}^{-1}(\text{DPOF}^i(\tilde{x})) \) that varies across different candidate solutions, where \( \Phi_{\tilde{g}_i}^{-1} \) denotes the inverse function of \( \Phi_{\tilde{g}_i} \) and \( \text{DPOF}^i(\tilde{x}) \) is the \( i \)-th factor in equation (6).

Note that when \( \rho \equiv 0 \), DPOF simplifies to the traditional POF. Building on this, we introduce a new acquisition function, termed as EIC with constraint and balance (EICB), formulated as a product of EI and DPOF:
\[
\text{EICB}(\tilde{x}|D) = \text{EI}(\tilde{x}|D) \cdot \text{DPOF}(\tilde{x}).
\]

Algorithm 1: Pseudo code of \( \text{CBOB} \)

**Input:** Initial dataset \( D = \{ (x^i, f(x^i), g(x^i)) \}_{i=1}^{N_0} \), budget \( N \), and priors of GPs

**Output:** The optimal feasible objective \( f^*_D \)

1. \( k \leftarrow 1 \) to \( N \) do
2. \( \triangleright \) Build a GPR model for the black-box objective;
3. \( \triangleright \) for \( i \leftarrow 1 \) to \( m \) do
4. \( \triangleright \) Update \( g_i \) in \( D \) with modified observations
5. \( \triangleright \) Build an HLGP model based on \( g_i \);
6. \( \triangleright \) \( x^k \leftarrow \arg \max_{x \in \Omega} \text{EICB}(\tilde{x}|D) \);
7. if \( x^k \) is feasible then
8. \( D \leftarrow D \cup \{ (x^k, f(x^k), g(x^k)) \} \);
9. else
10. \( \triangleright \) \( g^i \leftarrow +1 \) for the \( i \)-th violated constraints;
11. \( g(x^k) = (g^i_1, \ldots, g^i_k) \);
12. \( \triangleright \) \( D \leftarrow D \cup \{ (x^k, \text{Null}, g(x^k)) \} \);
and Bect 2010). Let \( D \) be the collected observations with \( (x^1, f(x^1)) \) fixed in \( \chi \) while \( \left\{ (x^i, f(x^i)) \right\}_{i=2}^{N} \) are sequentially chosen by

\[
x^i = \arg \max_{\tilde{x} \in \Omega} \text{EICB}(\tilde{x}|D).
\]

Then, as \( N \to \infty \), almost surely:

1. the acquisition function \( \sup_{\tilde{x} \in \Omega} \text{EICB}(\tilde{x}|D) \to 0 \);
2. the evaluated best objective \( f_D^* \to f_k^* \);

where \( f_k^* \) represents the global optimum of problem (1).

The proof of Theorem 1 is sketched in Section A of the supplementary document. This theorem suggests that the incorporation of \( \rho^2 \) as designed in equation (6) does not undermine the asymptotic convergence capability of EI-based acquisition functions, such as EICB. In the following subsection, we propose an instance of the exploration function under Definition 1 that outperforms the EIC in terms of efficiently conducting global optimization for POCOPs.

**An instance of the exploration function** In the context of EICB framework, exploration during optimization can be facilitated by an apt design of \( \rho^2 \). In this paper, we concentrate on identifying promising constraint boundaries, as opposed to aggressively targeting the most uncertain regions, a tactic often employed in level-set estimation and active learning (Ranjani, Bingham, and Michailidis 2008; Bichon et al. 2008; Bect et al. 2012; Bachoc, Cesari, and Gerchinovitz 2021). To this end, we first define a utility function representing the potential of being the boundary (POB) for the \( i \)-th constraint at \( \tilde{x} \in \Omega \) as follows:

\[
\text{POB}^i(\tilde{x}) = \begin{cases} 
1, & \tilde{g}_i(\tilde{x}) \in [-\varepsilon(\tilde{x}), \varepsilon(\tilde{x})], \\
0, & \text{otherwise},
\end{cases}
\]

where \( \varepsilon(\tilde{x}) = \beta \sigma_j^i(\tilde{x}) \) and \( \beta > 0 \) represents a confidence level. Taking the expectation of equation (9) over the predicted distribution of \( \tilde{g}_i(\tilde{x}) \) and defining \( \tilde{g}_i(\tilde{x}) = \mu^i_j(\tilde{x})/\sigma^i_j(\tilde{x}) \), we obtain a valid exploration function as:

\[
\rho^i(\tilde{x}) = \Phi(\beta - \tilde{g}_i(\tilde{x})) - \Phi(-\beta - \tilde{g}_i(\tilde{x})),
\]

where \( \Phi \) is the cumulative distribution function of \( N(0, 1) \).

The illustrative example in Figure 1 demonstrates how DPOF, given a surrogate model for a constraint, assigns more weight to the unknown feasible region ([2.85, 3.45] in this case) as \( \beta \) increases. For a previously located feasible region such as [4.3, 4.7], DPOF provides equal weights (approximately 1) to all candidates within this region when \( \beta \geq 0.5 \). In contrast, POF (\( \beta = 0 \)) assigns differentiated weights based on different \( \Phi(\rho^2(0)) \) values. By refining the boundary, DPOF ensures a more balanced weight distribution within the located feasible region, hence the nomenclature, EICB. We posit that this balanced approach enhances the decision-making capabilities of EI, as compared to the imbalanced weights scenario posed by POF. As a positive consequence, EICB encourages greater exploration towards unknown regions. As \( \rho^2 \) in equation (10) is bound by 1, DPOF can assign a maximum of \( 2\Phi(\rho^2(0)) \) to any given candidate. Empirically, this subtle adjustment leads to enhanced optimization efficiency as evidenced in Figure 1, thanks to the introduction of exploration. Besides, we provide a more aggressive design of \( \rho^2 \) that bolsters the reduction of uncertainty in global feasible regions in Section B of the supplementary document.

**Surrogate Models Under Partial Observations** When dealing with partially observable constraints, observations are composed of two distinct aspects: \( i \) the actual values associated with feasible solutions, and \( ii \) the truncated distribution of possible values for all solutions, such as \( \mathbb{P}(\tilde{g} > 0) = 1 \), as depicted in Figure 2. The simultaneous consideration of these two types of observations can be achieved by attaching individual likelihood distributions to feasible/infeasible solutions, as is done in HLGP.

For the \( i \)-th constraint, the posterior of a latent function, \( p(\bar{g}_i|X, g_i) \), within an HLGP model is determined via the Bayes rule using the prior distribution \( p(\bar{g}_i|X) = N(0, K) \) in equation (2), along with the individual likelihood distributions. Specifically, the likelihood can be expressed as:

\[
p(g^k_i|\bar{g}^k_i) = \begin{cases} 
N(\bar{g}_i(x^k), \sigma^2), & \text{if } g_i(x^k) \leq 0, \\
\Phi(\alpha^{-1} \bar{g}_i(x^k)), & \text{if } g_i(x^k) > 0,
\end{cases}
\]

where \( k \in \{1, \ldots, N\}, \bar{g}_i = (\bar{g}_i^1, \ldots, \bar{g}_i^N)^T \) represents \( N \) observations of \( g_i(X) \), \( \bar{g}_i = (\bar{g}_i^1, \ldots, \bar{g}_i^N)^T \) denotes \( N \) latent functions, \( \sigma \geq 0 \) stands for the noise level, and \( \alpha > 0 \) is a scaling parameter. We set \( \sigma = 10^{-6} \) to indicate a noise-free environment and \( \alpha = 10^{-6} \) to approximate the truncating step function that implies \( \mathbb{P}(g_i(x^k) > 0) = 1 \), \( \forall g_i(x^k) > 0 \) (Riihimäki and Vehtari 2010).

**HLGP Inference via Expectation Propagation** In this paper, we employ expectation propagation (EP) (Minka 2001), a principled and highly efficient approach to handle non-Gaussian likelihoods. This provides Gaussian approximations to both the posterior and predicted distributions of
Heterogeneous Likelihood

HLGP. First, the posterior is formulated as:

\[ p(\hat{g}|X, g_i) = \frac{1}{Z} p(\hat{g}|X) \prod_{k=1}^{N} p(g_k^i | \hat{g}_k^i), \]

where \( Z \) is the normalization factor. For the \( k \)-th observation \( g_k^i \), EP assigns it an un-normalized Gaussian distribution \( t_k^i \equiv \bar{Z}_k N(\mu_k^i, \delta_k^i) \) to locally approximate its exact likelihood. In this vein, the posterior is approximated by:

\[ p(\hat{g}|X, g_i) \approx \frac{1}{Z_{EP}} p(\hat{g}|X) \prod_{k=1}^{N} g_k^i = N(\mu_g^i, \Sigma_g^i) \]

with \( \mu_g^i = \Sigma_g^i \bar{Z}_g N(\tilde{\mu}_g^i, \bar{\delta}_g^i) \) and \( \Sigma_g^i = (K + \bar{\Sigma}_g^{-1})^{-1} \),

where \( \tilde{\mu}_g^i = [\tilde{\mu}_1^i, \cdots, \tilde{\mu}_N^i]^T \), \( \bar{\Sigma}_g \) denotes a diagonal matrix with the \( k \)-th element being \( \bar{\delta}_k^2 \), and \( Z_{EP} \) is the marginal likelihood. The site parameters in \( t_k^i \) of a Gaussian likelihood in equation (11) are valued by \( \bar{Z}_k^i = 1, \tilde{\mu}_k^i = g_k(\tilde{x}_k), \bar{\delta}_k^i = \sigma \). Differently, the site parameters of a non-Gaussian likelihood in equation (11) should be computed by the moment matching (Riihimäki and Vehtari 2010). Detailed formulations of this part are delineated in Section C of the supplementary document. For a candidate solution \( \tilde{x} \), the mean and variance of the HLGP model \( \hat{g}_i(\tilde{x}) \) are predicted as:

\[ \mu_g^i(\tilde{x}) = m(\tilde{x}) + \mathbf{k}^\top (K + \Sigma_g^{-1})^{-1} \tilde{\mu}_g^i, \]

\[ \sigma_g^{i2}(\tilde{x}) = k(\tilde{x}, \tilde{x}) - \mathbf{k}^\top (K + \Sigma_g^{-1})^{-1} \mathbf{k}. \]

In principle, the hyperparameters of EP-based GP models should be updated by maximizing the marginal likelihood \( Z_{EP} \). Since (14) resembles (2), from another perspective, EP algorithm serves as a data generator for HLGP, i.e., assigning virtual observations for infeasible solutions with an estimation of noise levels. Accordingly, the hyperparameters of an HLGP model can be optimized by maximizing the marginal likelihood of a vanilla GPR model using these injected observations rather than \( Z_{EP} \) for better computation efficiency, as noted in (Rasmussen and Williams 2005).

Summary of the CBOB Algorithm

To improve the optimization efficiency for POCOPs, CBOB fully exploits available observations by re-designing a more balanced acquisition function and constructing principled surrogate models from mixed observations. Our method combines a boundary-based exploration function, as in equation (10), and non-informative likelihoods as in equation (11). Moreover, CBOB preserves ample flexibility in designing exploration functions and likelihoods, thus making it adaptable to individual optimization problems and suitable for further investigations.

- Building on the concept of exploring potentially feasible regions as (Lindberg and Lee 2015; Wang and Ierapetritou 2018), CBOB introduces extra exploration during optimization but with robust theoretical support underpinning this design. Moreover, our EICB maintains the computational efficiency of the original EIC, unlike the methods proposed in (Gelbart, Snoek, and Adams 2014; Lam and Willcox 2017; Zhang, Zhang, and Frazier 2021).

- Inspired by the level-set estimation methods (Bachoc, Cesari, and Gerchinovitz 2021), we propose an innovative exploration function as equation (10) that emphasizes potential boundaries, integrating with the POF for

Figure 3: Different curves of feasible boundary predicted by (Left) an HLGP model versus (Right) a GPC model.
efficient optimization. This design avoids aggressively evaluating unknown regions, which is a common tactic in active learning (Ranjan, Bingham, and Michailidis 2008; Bichon et al. 2008; Bect et al. 2012).

• By employing HLGPs, we build a better surrogate model for each partially observable constraint function, outperforming GPC-based methods (Lindberg and Lee 2015; Perrone et al. 2019; Ariafar et al. 2019; Bachoc, Herbert, and Picheny 2020; Candelieri 2021). With the aid of EP and its generated virtual observations, we manage to construct HLGPs models with commendable computational efficiency, resulting in an improvement over other models with mixed observations (Pourmohamad and Lee 2016; Zhang, Dai, and Low 2019).

**Experiment Setup**

In this section, we present the experimental settings used in our empirical study.

**Benchmark Suite**

Our experiments consider various optimization tasks, including synthetic problems, engineering design cases, hyperparameter optimization (HPO) problems based on scikit-learn (Pedregosa et al. 2011), and reinforcement learning tasks based on OpenAI Gym (Brockman et al. 2016), to learn (Pedregosa et al. 2011), and reinforcement learning. Our experiments consider various optimization tasks, in-

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>KBF</th>
<th>WBD</th>
<th>XGB-H</th>
<th>Lunar</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIC</td>
<td>BOV</td>
<td>ROF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MESC</td>
<td>BOV</td>
<td>ROF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSC</td>
<td>BOV</td>
<td>ROF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBOB</td>
<td>BOV</td>
<td>ROF</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: The BOV and ROF of different algorithms in S1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Ackley</th>
<th>PVD</th>
<th>MLP-D</th>
<th>Swim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EICc</td>
<td>BOV</td>
<td>ROF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MESCc</td>
<td>BOV</td>
<td>ROF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EICh</td>
<td>BOV</td>
<td>ROF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MESCch</td>
<td>BOV</td>
<td>ROF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBOB</td>
<td>BOV</td>
<td>ROF</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The BOV and ROF of different algorithms in S2.

**General Settings**

All algorithms are implemented according to their open-source code (Eriksson and Poloczek 2021; Takeno et al. 2022). In MESC, the optimal solutions are sampled 20 times. Both MESC and TSC sample with a grid size of 1000. For CBOB with equation (10), we fix $\beta = 1.96$ to obtain a 95% confidence level. As equation (10) is a conservative design for exploration, we omit the study on more conservative behaviors with smaller $\beta$. Each experiment is independently repeated 20 times with shared random seeds. For all tasks, the Sobol sequence is used to generate $10 \times n$ initial samples, then 100 function evaluations (FEs) are performed in each experiment. Detailed settings of all algorithms and benchmark problems are presented in Section D of the supplemental document. The source code of our project is available1.

**Experiment Results**

The optimization trajectories of all experiments are given in Figures 4 and 5. In addition, the median best-evaluated values (BOVs) and average ratios of feasible evaluations (ROFs) of different algorithms are presented in Tables 1 and 2. We empirically study the efficacy of CBOB from three aspects: i) the improvements on CBOB for EI-based CBO methods and GPC-based models; ii) the competitiveness of CBOB with other peer algorithms; and iii) the relationship between efficiency and exploration ability of CBOB.

**Improvements**

Although EIC can be more efficient within 10 to 20 FEs, such as in WBD, XGB-H, Ackley, and MLP-D, EICB outperforms EIC in all experiments after 100 FEs, 1https://github.com/COLA-Laboratory/CBOB
which demonstrates the design of DPOF. As the natural expense of exploration, the value deviation of EICB may be larger during the search. As given in Figure 6, despite $\text{EIC}_c$ and $\text{EIC}_h$ have smaller deviations of the best evaluated values, EICB obtains a more promising result in a statistical sense. In addition, compared to GPC, HLGP does not always improve $\text{EIC}$ and $\text{MESC}$, whereas benefiting CBOB well.

\textbf{Competitiveness} The CBOB shows a strong competitiveness in all experiments against other CBO methods. In addition to the problems that EI-based methods perform well, such as KBF and Swimmer, CBOB remains competitive in problems that EI-based methods struggle, such as XGB-H, PVD and MLP-D. In comparison, MESC, as a promising CBO method in most problems, is inefficient in problems such as KBF and Swimmer. The TSC that showed high efficiency in fully observable environments with trust regions (Eriksson and Poloczek 2021), struggles in solving POCOPs. Moreover, CBOB and other EI-based CBO methods show less efficiency in HPO problems, which agrees with the empirical results in (Watanabe and Hutter 2023).

\textbf{Relationship between efficiency and exploration} In Tables 1 and 2, while CBOB obtains better feasible solutions, its ROFs are relatively low, i.e., more evaluated solutions of CBOB are infeasible. On the one hand, this agrees with the ideas of (Zhang, Zhang, and Frazier 2021) that exploration towards infeasible regions facilitates optimization efficiency of CBO methods. It also explains the larger deviation of CBOB in Figure 6 that infeasible evaluations return little information in POCOPs. Besides, we find this exploration effective as the number of outliers of CBOB reduces, such as $\text{MESC}_A$ and CBOB in Ackley of Figure 6. On the other hand, since EI has already considered exploration, $\text{EIC}$ can also have fewer ROFs during the search. Differently, in order not to break the balance of EI between exploration and exploitation, CBOB assigns more balanced weights for constraint handling. We highlight that this idea can also be integrated with other acquisition functions, such as the probability of improvement and parzen estimator (Garnett 2023).

\textbf{Concluding Remarks}

This paper designs CBOB that fully exploits the available observations for better exploration and surrogate modeling, by both theoretical and empirical analysis, demonstrating that CBOB has the potential to be a promising CBO method for POCOPs. Further investigations include the in-depth theoretical study of CBOB and the design of the exploration functions that are suitable for individual problems. We will also endeavor to propose a risk-aware improvement of EICB regarding robustness and the reduction of infeasible evaluations, contributing to more practical optimization scenarios.
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