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Abstract

In this paper, we explore a specific optimization problem
that involves the combination of a differentiable nonconvex
function and a nondifferentiable function. The differentiable
component lacks a global Lipschitz continuous gradient, pos-
ing challenges for optimization. To address this issue and
accelerate the convergence, we propose a Bregman proxi-
mal stochastic gradient method with extrapolation (BPSGE),
which only requires smooth adaptivity of the differentiable
part. Under the variance reduction framework, we not only
analyze the subsequential and global convergence of the pro-
posed algorithm under certain conditions, but also analyze the
sublinear convergence rate of the subsequence, and the com-
plexity of the algorithm, revealing that the BPSGE algorithm
requires at most O(epsilonˆ (-2)) iterations in expectation to
attain an epsilon-stationary point. To validate the effective-
ness of our proposed algorithm, we conduct numerical ex-
periments on three real-world applications: graph regularized
nonnegative matrix factorization (NMF), matrix factorization
with weakly-convex regularization, and NMF with noncon-
vex sparsity constraints. These experiments demonstrate that
BPSGE is faster than the baselines without extrapolation.
The code is available at: https://github.com/nothing2wang/
BPSGE-Algorithm.

Introduction
In this paper, we consider the following nonsmooth noncon-
vex optimization problem

min
x∈C

Φ(x) := f(x) + h(x), (1)

where C denotes the closure of C, which is a nonempty,
convex, and open set in Rd, f is a continuously differen-
tiable (may be nonconvex) function which can be written as
f(x) = 1

n

∑n
i=1 fi(x), and h is an extended valued func-

tion (maybe nonconvex), which is a regularizer promoting
low-complexity structures such as sparsity (Donoho 1995;
Fan and Li 2001; Zhang 2010) or non-negativity (Lee and
Seung 1999; He et al. 2011) in the solution. Throughout this
paper, the usual restrictive requirement of global Lipschitz
continuity of the gradient of f is not needed (Lan 2020;
Gillis 2020). Many applications can be categorized in the
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optimization problem (1), such as matrix and tensor factor-
ization (Comon et al. 2008; Kolda and Bader 2009; Che and
Wei 2020), supervised neural network model (Hasannasab
et al. 2020), and Poisson deconvolution/inverse problems
(Bolte et al. 2018).

Deterministic Bregman type methods. The Bregman
proximal gradient (BPG) algorithm (Bolte et al. 2018) is
a state-of-the-art method for addressing optimization prob-
lems characterized by the absence of global Lipschitz con-
tinuous gradients. It is simple and far-reaching, which sub-
stitutes the customary upper quadratic approximation of
a smooth function with a more comprehensive proximity
measure (Bauschke, Bolte, and Teboulle 2017). Zhang et
al. (Zhang et al. 2019) proposed an extrapolation version
of the BPG algorithm, denoted by BPGE, under the as-
sumption that h(x) is convex. Recently, Mukkamala et al.
(Mukkamala et al. 2020) introduced an inertial variant of
the BPG method, referred to as the CoCaIn BPG algorithm,
which tunes the inertial parameter by convex-concave back-
tracking. Compared with the original BPG method (Bolte
et al. 2018), the CoCaIn BPG algorithm exhibits superior
numerical performance. Moreover, the BPG framework fa-
cilitates the discovery of novel techniques tailored to spe-
cific problem domains. For instance, Teboulle and Vaisbourd
(Teboulle and Vaisbourd 2020) explored new decomposi-
tion settings of the nonnegative matrix factorization (NMF)
problem with sparsity constraints. Additionally, an alterna-
tive perspective is to consider the BPG-type algorithm by the
splitting method. Ahookhos et al. (Ahookhosh, Themelis,
and Patrinos 2021) proposed a Bregman forward-backward
splitting line search method, which demonstrates locally su-
perlinear convergence to nonisolated local minima by lever-
aging the Bregman forward-backward envelope (Bauschke,
Dao, and Lindstrom 2018; Laude, Ochs, and Cremers 2020).
Furthermore, Wang et al. (Wang et al. 2022) investigated
a Bregman and inertial extension of the forward-reflected-
backward algorithm (Malitsky and Tam 2020) under rela-
tive smoothness conditions. Numerous other works have ex-
plored the Bregman gradient method framework to tackle
the absence of global Lipschitz continuous gradients, includ-
ing (Reem, Reich, and Pierro 2019; Zhao et al. 2022; Zhu
et al. 2021; Dragomir et al. 2022).

Stochastic Bregman type methods. For large-scale
datasets, the cost associated with computing the full gradi-
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Versions Algorithm h(x) Inertial Sequence convergence Complexity

Deterministic

BPG (Bolte et al. 2018) nonconvex no subsequential/global -
BPGE (Zhang et al. 2019) convex yes subsequential/global -

CoCaIn BPG (Mukkamala et al. 2020) weakly-convex yes subsequential/global -
BBPG (Teboulle and Vaisbourd 2020) nonconvex no global -

i∗FRB (Wang et al. 2022) nonconvex no global -
BELLA (Ahookhosh, Themelis, and Patrinos 2021) nonconvex no subsequential/global -

Stochastic

SMD (Zhang and He 2018) convex no - O(ε−2)

SVRAMD (Li et al. 2022) convex no - O(nε−
2
3 + ε−

5
3 )

BFinito (Latafat et al. 2022) nonconvex no subsequential/global -
BPSG (Wang and Han 2023) nonconvex no subsequential/global -

BPSGE (Algorithm 1) weakly-convex yes subsequential/global O(ε−2)

Table 1: Summary of the properties of BPSGE (Algorithm 1) and several state-of-the-art methods. “Complexity” means the
complexity (in expectation) to obtain an ε-stationary point (Definition 3) of Φ and “-” means not given.

ent can become prohibitively high. To address this concern,
the full gradient can be replaced with a stochastic gradient
estimator (Robbins and Monro 1951; Bottou 2010) which
has yielded remarkable achievements in the field of machine
learning (Lin, Li, and Fang 2020; Lan 2020). For the opti-
mization problem without the global Lipschitz continuous
gradients, Zhang and He (Zhang and He 2018) conducted
a study on the non-asymptotic stationary convergence be-
haviour of stochastic mirror descent under certain condi-
tions. In a similar vein, Li et al. (Li et al. 2022) proposed a
simple and generalized algorithmic framework for incorpo-
rating variance reduction into adaptive mirror descent algo-
rithms. However, both approaches (Zhang and He 2018; Li
et al. 2022) require h(·) to be a convex function. To address
the limitations posed by convexity assumptions, Latafat et
al. (Latafat et al. 2022) introduced a Bregman incremen-
tal aggregated method that extends the Finito/MISO tech-
niques(Defazio, Domke, and Caetano 2014; Mairal 2015)
to non-Lipschitz and nonconvex scenarios. However, it is
noteworthy that this approach is memory-intensive and de-
mands periodic computation of the full gradient, which is
expensive for large-scale problems. Furthermore, the anal-
ysis carried out by Latafat et al. (Latafat et al. 2022) only
encompasses two specific variance reduction stochastic esti-
mators, raising doubts about the generalizability of the con-
vergence results to other estimators. To address the afore-
mentioned concerns, Wang and Han (Wang and Han 2023)
introduced a stochastic version of the BPG algorithm (Bolte
et al. 2018), known as the Bregman proximal stochastic gra-
dient (BPSG) method which does not assume h(·) is convex.
Under a general framework of variance reduction, they also
established the convergence properties of the generated se-
quence in terms of subsequential and global convergence.

A summary of the aforementioned algorithms is presented
in Table 1.

Notwithstanding the notable advancements, there remain
areas that warrant further improvement. Firstly, when h(·)
is nonconvex, existing stochastic methods such as BFinito
(Latafat et al. 2022) and BPSG (Wang and Han 2023) only
analyzed the subsequence and global convergence of the
proposed algorithms, yet the sublinear convergence rate of
the subsequence and the complexity of the algorithms are
unknown. Secondly, the accelerated versions of the Breg-

man stochastic gradient methods have not been taken into
account. Numerically, the incorporation of accelerated tech-
niques, such as the heavy ball (Polyak 1964) and the Nes-
terov acceleration (Nesterov 1983), with BPSG can further
accelerate the numerical performance (Lin, Li, and Fang
2020).

In this paper, we introduce the Bregman proximal stochas-
tic gradient method with extrapolation (BPSGE) to solve the
nonconvex nonsmooth optimization problem (1). Our main
contributions addressed in this article are as follows:
• With a general variance reduction framework (see Defi-

nition 4), we establish the sublinear convergence rate for
the subsequence generated by the proposed algorithm.

• Under the assumption of C = Rd, we show that the
BPSGE algorithm requires at most O(ε−2) iterations in
expectation to attain an ε-stationary point. Additionally,
we establish the global convergence of the sequence gen-
erated by BPSGE, leveraging the Kurdyka-Łojasiewicz
(KŁ) property.

• Numerical experiments are conducted on three distinct
problems: graph regularized NMF, matrix factorization
(MF) with weakly-convex regularization, and NMF with
nonconvex sparsity constraints. The results of these ex-
periments highlight the favourable performance and en-
hanced efficiency of the BPSGE algorithm when com-
pared to corresponding algorithms without extrapolation.

The rest of this paper is organized as follows. Section
provides some relevant definitions and results. We present
a detailed formulation of the BPSGE algorithm and prove
its convergence and convergence rate results in Section and
Section , respectively. In Section we use three applications
to compare BPSGE with several other algorithms. Finally,
we draw conclusions in Section .

Preliminary
Definition 1. ((Auslender and Teboulle 2006; Bolte et al.
2018) kernel generating distance). Let C be a nonempty,
convex, and open subset of Rd. Associated with C, a func-
tion ψ : Rd → (−∞,+∞] is called a kernel generating
distance if it satisfies the following conditions:
• ψ is proper, lower semicontinuous, and convex, with

dom ψ ⊂ C and dom ∂ψ = C.
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• ψ is C1 on int dom ψ ≡ C.
The class of kernel-generating distances is denoted by G(C).
Given ψ ∈ G(C), we define the proximity measure Dψ :
dom ψ × int dom ψ → R+ by

Dψ(x, y) := ψ(x)− ψ(y)− ⟨∇ψ(y), x− y⟩. (2)

The proximity measures Dψ is called Bregman distance
(Bregman 1967). It measures the proximity of x and y.

Indeed, ψ is convex if and only if Dψ(x, y) ≥ 0 for any
x ∈ dom ψ and y ∈ int dom ψ.
Definition 2. ((Mukkamala et al. 2020) (L̄, L)-smooth
adaptable) Given ψ ∈ G(C), let f : X → (−∞,+∞] be
a proper and lower semi-continuous function with domψ ⊂
dom f , which is continuously differentiable on C. We say
(f, ψ) is (L̄, L)- smooth adaptable on C if there exist L̄ > 0
and L ≥ 0 such that for any x, y ∈ C,

f(x)− f(y)− ⟨∇f(y), x− y⟩ ≤ L̄Dψ(x, y), (3)

and

−LDψ(x, y) ≤ f(x)− f(y)− ⟨∇f(y), x− y⟩. (4)

If L = L̄, it recovers (Bolte et al. 2018, Definition 2.2).
Suppose f is convex. If L = 0, this definition recovers
(Bauschke, Bolte, and Teboulle 2017, Lemma 1) and (Lu,
Freund, and Nesterov 2018, Definition 1.1).
Definition 3. ((Lan 2020) ϵ-stationary point) Given ϵ > 0,
a point x∗ is called an ϵ-stationary point of function Φ(x) if

dist(0, ∂Φ(x∗)) ≤ ϵ.

Algorithm
The classic BPG algorithm (Bolte et al. 2018) is given by

xk+1 ∈ argmin
x∈C̄

h(x) + ⟨∇f(xk), x− xk⟩+
1

ηk
Dψ(x, xk),

where ηk > 0 is the stepsize. If ψ = 1
2∥ · ∥2, it reduces

to the proximal gradient method. When n is large, replacing
the full gradient ∇f(xk) by the stochastic gradient ∇̃f(xk)
can significantly reduce the computational cost, as shown in
the BPSG algorithm (Wang and Han 2023).

In this section, we introduce the BPSGE algorithm, i.e., an
extrapolation or acceleration version of the BPSG algorithm
(Wang and Han 2023), to solve the nonconvex nonsmooth
optimization problem (1). Before presenting the algorithm
framework of BPSGE, we make the following assumptions.
Assumption 1. We assume the following three conditions
hold:
• ψ ∈ G(C) is a kernel generating distance given by Defi-

nition 1 with C = dom h.
• h : Rd → (−∞,+∞] is a proper and lower semicontin-

uous function with dom h ∩ C ̸= ∅.
• f : Rd → (−∞,+∞] is a proper and lower semicon-

tinuous function with dom ψ ⊂ dom f , and ψ is continu-
ously differentiable on C.

Assumption 1 is quite weak. In addition, we make the fol-
lowing assumptions.

Algorithm 1: BPSGE: Bregman proximal stochastic gradi-
ent method with extrapolation
Input: Choose ψ ∈ G(C) with C ≡ int dom ψ such that
(f, ψ) is (L̄, L)-smooth adaptable on C.
Initialization: x−1 = x0 ∈ int domψ, kmax, two constants
δ, ϵ such that 0 < ϵ < δ < 1.
Update: For k = 0, 1, . . . , kmax,

1: Compute an extrapolation parameter βk ∈ [0, 1) such
that

Dψ(xk, x̄k) ≤
δ − ϵ

1 + Lηk−1
Dψ(xk−1, xk), (5)

where x̄k = xk + βk(xk − xk−1) ∈ int domψ.
2: Compute the stochastic gradient ∇̃f(x̄k) with the mini-

batch Bk.
3: Set 0 < ηk ≤ min{ηk−1, L̄

−1} and compute xk+1 by

xk+1 ∈ argmin
x∈C̄

h(x) + ⟨∇̃f(x̄k), x− x̄k⟩

+
1

ηk
Dψ(x, x̄k).

(6)

4: Stop if the stopping criterion is reached.

Assumption 2. • The function ψ : Rd → (−∞,+∞] is
σ-strongly convex on C. Let σ = 1 for simplicity.

• There exists α ∈ R+ such that h(·) + α
2 ∥ · ∥

2 is convex.
• The pair of functions (f, ψ) is (L̄, L)-smooth adaptable

on C.

Now we describe the framework of the BPSGE algorithm
as follows.

Remark 1. • If ∇̃f(·) = ∇f(·) and βk = 0, the BPSGE
algorithm reduces to BPG algorithm (Bolte et al. 2018).

• If ∇̃f(·) = ∇f(·), the BPSGE algorithm reduces to
BPGE, which is a special case of CoCaIn BPG algorithm
(Mukkamala et al. 2020) and is similar to the BPGE al-
gorithm in (Zhang et al. 2019).

• If βk = 0, BPSGE reduces to BPSG algorithm (Wang
and Han 2023).

It is not hard to verify that βk = 0 always satisfies (5). If
ψ := 1

2∥ · ∥
2, it follows from (5) that

β2
k∥xk − xk−1∥2 ≤ δ − ϵ

1 + Lηk−1
∥xk − xk−1∥2. (7)

Furthermore, it follows from L = L̄ and δ − ϵ < 1 that
βk < 1/

√
2. This insight helps us to choose a proper βk in

the numerical experiments.
An important property in our theoretical analysis is the

variance reduction given as follows. This definition is simi-
lar to that in (Driggs et al. 2021; Wang and Han 2023).

Definition 4. (Variance reduced stochastic gradient) We say
a gradient estimator ∇̃f(x̄k) in Algorithm 1 is variance re-
duced with constants V1, V2, VΓ ≥ 0, and τ ∈ (0, 1] if it
satisfies the following three conditions:
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• (MSE (mean squared error) bound): there exist two se-
quences of random variables {Γk}k≥1, {Υk}k≥1, such
that

Ek[∥∇̃f(x̄k)−∇f(x̄k)∥2∗]
≤Γk + V1

(
∥xk − xk−1∥2 + ∥xk−1 − xk−2∥2

)
,

(8)

and

Ek[∥∇̃f(x̄k)−∇f(x̄k)∥∗]
≤Υk + V2 (∥xk − xk−1∥+ ∥xk−1 − xk−2∥) ,

(9)

respectively. Here, ∥ · ∥∗ denotes the conjugate norm
(Rockafellar 1970) of ∥ · ∥.

• (Geometric decay): The sequence {Γk}k≥1 satisfies the
following inequality in expectation:

Ek[Γk+1] ≤ (1− τ)Γk

+ VΓ
(
∥xk − xk−1∥2 + ∥xk−1 − xk−2∥2

)
.

(10)

• (Convergence of estimator): If the sequence {xk}∞k=0
satisfies lim

k→∞
E∥xk − xk−1∥2 → 0, then it follows that

EΓk → 0 and EΥk → 0.
Remark 2. • In Proposition 1, we show SAGA and

SARAH stochastic estimators satisfy Definition 4.
• If βk = 0, the terms ∥xk−1−xk−2∥2 and ∥xk−1−xk−2∥

in (8), (9) and (10) are not necessary.
• We do not require the stochastic gradient to be unbiased

or the variance to be bounded.

Convergence Analysis
This section presents a comprehensive analysis of the con-
vergence properties. All proofs are placed in the appendix.

Subsequential Convergence Analysis
We first show the descent amount of Φ(xk) as follows.
Lemma 1. Suppose Assumptions 1-2 are satisfied and
∇̃f(x̄k) satisfies the variance reduction property defined by
Definition 4. Let {xk} be the sequence generated by Algo-
rithm 1. Then the following inequality holds for any k > 0,

Ek[Φ(xk+1)] + (1/ηk − α− γ)Ek[Dψ(xk, xk+1)]

+
1

2τγ
Ek[Γk+1]

≤Φ(xk) +
1

2τγ
Γk +

(
δ − ϵ

ηk
+
γ

2

)
Dψ(xk−1, xk)

+
γ

2
Dψ(xk−2, xk−1).

Here, γ =
√
2(VΓ/τ + V1), α is the weakly convex param-

eter in Assumption 2, δ and ϵ are introduced in (5), and
V1, V2, VΓ ≥ 0, τ ∈ (0, 1] are parameters in Definition 4.

We introduce a new Lyapunov function and show it is
monotonically decreasing in expectation.
Lemma 2. Suppose the same conditions with Lemma 1 hold,
and the stepsize satisfies

ηk ≤ min

{
ηk−1,

1

L̄
,
1− δ

α+ 2γ

}
, ∀ k > 0. (11)

Let {xk}k∈N be a sequence generated by BPSGE (Algorithm
1) and define the following Lyapunov sequence

Ψk+1 :=ηk(Φ(xk+1)− V(Φ)) + tkDψ(xk, xk+1)

+ ηk

(
γ

2
+

ϵ

3ηk

)
Dψ(xk−1, xk) +

ηkΓk+1

2τγ
,

(12)

where tk = 1 − ηkα − ηkγ − ϵ/3. Then, for all k ∈ N, we
have

Ek[Ψk+1] ≤ Ψk −
ϵ

3
(Ek[Dψ(xk, xk+1)]

+Dψ(xk−1, xk) +Dψ(xk−2, xk−1)).
(13)

Based on Lemma 2, we get the subsequential convergence
of BPSGE.
Theorem 1. Let {xk}k∈N be a sequence generated by
BPSGE algorithm. Then, the following statements hold.
• The sequence {E[Ψk]}k∈N is nonincreasing.

•
+∞∑
k=1

E[Dψ(xk−1, xk)] < +∞, and the sequence

{E[Dψ(xk−1, xk)]} converges to zero.
• min

1≤k≤K
E[Dψ(xk−1, xk)] ≤ 3Ψ1/(ϵK).

Global Convergence Analysis
Now we show the convergence of the whole sequence to a
stochastic stationary point under more conditions. Consider
the case C = Rd. We require the following additional as-
sumptions.
Assumption 3. • ∇fi(x) is Lipschitz continuous with

constant M1 > 0 on any bounded subset of Rd.
• ∇ψ is Lipschitz continuous with constantM2 > 0 on any

bounded subset of Rd.
From Assumption 3 (1), the function ∇f(x) is also Lip-

schitz continuous with constant M1 > 0 on any bounded
subset of Rd. Furthermore, we show SAGA (Defazio, Bach,
and Lacoste-Julien 2014) and SARAH (Nguyen et al. 2017)
satisfy the following proposition.
Proposition 1. Assume Assumption 3 (1) holds and the
mini-batch Bk is uniform randomly chosen from {1, . . . , n}
with cardinality b, i.e., b = |Bk|.
• The SAGA gradient estimator (Defazio, Bach, and

Lacoste-Julien 2014)

∇̃SAGAf(x̄k) =
1

b
(
∑
j∈Bk

∇fj(x̄k)− gjk) +
1

n

n∑
i=1

gik,

gik+1 =

{
∇fi(x̄k), if i ∈ Bk,

gik, otherwise.

is variance reduced with

Γk+1 :=
1

bn

n∑
i=1

∥∇fi(x̄k)−∇fi(zik)∥2∗,

Υk+1 :=
1√
bn

n∑
i=1

∥∇fi(x̄k)−∇fi(zik)∥∗,
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where zik = xk if i ∈ Bk and zik = zik−1 otherwise. The
constants τ = b

2n , VΓ = 2b+4n
b2 M2

1 , V1 = V2 = M1

V1 =M2
1 , V2 =M1.

• The SARAH gradient estimator (Nguyen et al. 2017)

∇̃SARAHf(x̄k)

=


∇f(x̄k), w.p. 1

p ,
1
b (

∑
j∈Bk

∇fj(x̄k)−∇fj(x̄k−1))

+∇̃SARAHf(x̄k−1), otherwise.

is variance reduced with

Γk+1 =∥∇̃SARAHf(x̄k)−∇f(x̄k)∥2∗,
Υk+1 =∥∇̃SARAHf(x̄k)−∇f(x̄k)∥∗,

and constants τ = 1
p , V1 = VΓ = 2M2

1 , V2 = 2M1.
Here “w.p. 1

p” means with probability 1
p ∈ (0, 1].

Corollary 1. If C = Rd, from Lemma 2, it shows that

Ek[Ψk+1] ≤ Ψk −
ϵ

6
(Ek∥xk+1 − xk∥2

+ ∥xk − xk−1∥2 + ∥xk−1 − xk−2∥2).
Now we prove the following bound for ∂Φ(xk).

Lemma 3. Suppose that Assumptions 1-3 hold and the step-
size ηk satisfies 0 < η ≤ ηk

1 and (11). Let {xk}k∈N be a
bounded sequence generated by the BPSGE algorithm. De-
fine

wk+1 := ∇f(xk+1)−∇̃f(x̄k)+
1

ηk
(∇ψ(x̄k)−∇ψ(xk+1)).

Then, we have wk+1 ∈ ∂Φ(xk+1) and

Ek∥wk+1∥ ≤ ρ(Ek∥xk+1 − xk∥+ ∥xk − xk−1∥
+ ∥xk−1 − xk−2∥) + Υk,

where ρ = max{M1 +
M2

η , V2 + βkM1 +
βkM2

η , V2}.

Similarly, we show the bound for E[dist(0, ∂Φ(xk+1))
2].

Lemma 4. Under the same conditions as in Lemma 3, there
exists a constant ρ̄ > 0 such that

E[dist(0, ∂Φ(xk+1))
2] ≤ ρ̄E[∥xk+1 − xk∥2

+ ∥xk − xk−1∥2 + ∥xk−1 − xk−2∥2] + 3EΓk.

Using Lemma 4, we show the O(1/ϵ2) complexity in ex-
pectation to obtain an ϵ-stationary point.
Theorem 2. Assume that Assumptions 1-3 hold, and the
stepsize satisfies 0 < η ≤ ηk and (11). Let {xk}k∈N be a
bounded sequence generated by the BPSGE algorithm. Then
there exists some 0 < σ < ϵ/6 such that

E[dist(0, ∂Φ(xk̂))
2] ≤ ρ̄

(ϵ/6− σ)K
(EΨ1 +

ϵ/2− 3σ

τρ̄
EΓ1)

=O(1/K),

where k̂ is drawn from {2, . . . ,K + 1}. In other words, it
takes at most O(1/ϵ2) iterations in expectation to obtain an
ϵ-stationary point (Definition 3) of Φ.

1η is the lower bound of ηk.

We define the set of limit points of {xk}∞k=0 as

ω(x0) := {x : ∃ an increasing sequence of integers {kl}l∈N

s.t. xkl → x as l → ∞}.

Now we get the properties of limit points of {xk} as follows.

Lemma 5. Suppose that Assumptions 1 to 3 hold, the step ηk
satisfies 0 < η ≤ ηk and (11). Then the following statements
hold.

•
∑∞
k=0 ∥xk+1−xk∥2 < +∞ a.s., and limk→+∞ ∥xk+1−

xk∥ → 0 a.s.
• E[Φ(xk)] → Φ∗, where Φ∗ ∈ [Φ̄,+∞) with Φ̄ :=
infx Φ(x), and EΦ(x∗) = Φ∗ for all x∗ ∈ ω(x0).

• E[dist(0, ∂Φ(xk))] → 0. Moreover, the set ω(x0) is
nonempty, and E[dist(0, ∂Φ(x∗))] = 0 for all x∗ ∈
ω(x0).

• dist(xk, ω(x0)) → 0 a.s., and ω(x0) is a.s. compact and
connected.

We further show the whole sequence convergence under
the KŁ property.

Theorem 3. Suppose that Assumptions 1-3 hold, the step ηk
satisfies 0 < η ≤ ηk and (11). Let {xk}k∈N be a bounded
sequence generated by the BPSGE algorithm. If the opti-
mization function Φ(x) is a semialgebraic function that sat-
isfies the KŁ property with exponent θ ∈ [0, 1) (see Lemma
6 in Appendix), then either the point xk is a critical point
after a finite number of iterations or the sequence {xk}k∈N
almost surely satisfies the finite length property in expecta-
tion, namely,

+∞∑
k=0

E∥xk+1 − xk∥ < +∞.

Numerical Experiments
In this section, we present our numerical study on the prac-
tical performance of the proposed BPSGE algorithm with
three different stochastic gradient estimators. For all numeri-
cal experiments,C = Rd. The experiments are implemented
in Matlab 2020b and conducted on a computer with AMD
Ryzen 5 5600x 6-Core 3.7 GHz and 48GB memory.

For the stochastic algorithms, we repeat all numerical ex-
periments 10 times and report their average performance.
All the initial points are generated by the uniform distri-
bution between 0 and 0.1 and are the same for all algo-
rithms. Inspired by (7), we set βk = 0.6k−1

k+2 for simplicity2

in the BPGE and BPSGE-SGD/SAGA/SARAH algorithms.
The stepsize is set as ηk = min(ηk−1, L

−1
k ), where Lk is

the approximated Lipschitz constant estimated by the power
method to V̄k and Ūk forU - and V -update, respectively. This
choice of stepsize is the same for all compared algorithms.

2The inequality (5) in Algorithm 1 is required for our con-
vergence analysis. It is time-consuming to check this inequal-
ity in numerical experiments. Due to this reason, we directly set
βk = 0.6 k−1

k+2
. Our numerical experiments show that BPSGE al-

ways converges with this βk.
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Dataset BPG BPSG BPGE BPSGE
-SGD -SARAH -SAGA -SGD -SARAH -SAGA

COIL20 75.56 79.30 85.47 85.83 85.33 87.48 89.37 89.97
PIE 77.21 84.85 86.03 86.33 84.27 87.79 88.45 88.83

COIL100 73.06 80.70 82.23 82.46 76.25 82.24 84.02 84.29
TDT2 68.08 82.01 85.04 85.22 77.92 85.21 87.42 87.54

Table 2: Comparison of clustering accuracy (%) on four datasets by graph regularized NMF.

Graph Regularized NMF for Clustering
Previous studies (Cai et al. 2011; Shahnaz et al. 2006;
Ahmed et al. 2021) show that NMF is powerful for cluster-
ing problems, especially in document clustering and image
clustering tasks. We consider the graph regularized NMF
problem for clustering proposed in (Cai et al. 2011) which
is defined as

min
U∈Rm×r

+ ,V ∈Rr×d
+

1

2
∥M − UV ∥2F +

µ0

2
Tr(UTLU), (14)

where ∥ · ∥F denotes the Frobenius norm, Tr(·) denotes the
trace of a matrix,L denotes the graph Laplace matrix, and µ0

is a positive parameters. This model can help to distinguish
anomalies from normal observation (Ahmed et al. 2021). We
first define the following kernel-generating distance, i.e.,

ψ1(U, V ) :=
(
∥U∥2F /2 + ∥V ∥2F /2

)2
,

ψ2(U, V ) :=∥U∥2F /2 + ∥V ∥2F /2,
(15)

which is designed to allow for closed-form update in the
BPSGE algorithm. Let

f(U, V ) :=
1

2
∥M − UV ∥2F +

µ0

2
Tr(UTLU),

h(U, V ) :=IU≥0 + IV≥0,

ψ(U, V ) :=3ψ1(U, V ) + (∥M∥F + µ0∥L∥F )ψ2(U, V ),

(16)

where IU≥0 is the indicator function. Now we give the
closed form of (Uk+1, Vk+1) as follows.
Proposition 2. With the above defined f, h, ψ in (16), the
update steps (6) in each iteration are given by

Uk+1 = tΠ+(−Pk), Vk+1 = tΠ+(−Qk),

where

Pk =ηk∇̃Uf(Ūk, V̄k)−∇Uψ(Ūk, V̄k),

Qk =ηk∇̃V f(Ūk, V̄k)−∇V ψ(Ūk, V̄k).
(17)

Here, Π+(·) is the projection onto the nonnegative orthant,
and t ≥ 0 satisfies

3
(
∥Π+(−Pk)∥2F + ∥Π+(−Qk)∥2F

)
t3

+ (∥M∥F + µ0∥L∥F )t− 1 = 0.

We use four datasets COIL20, PIE, COIL100, and TDT2 3

to illustrate the numerical performance of the proposed algo-
rithm. In this numerical experiment, we let µ0 = 100 , and

3http://www.cad.zju.edu.cn/home/dengcai/Data/data.html

r = 20 for COIL20, r = 68 for PIE, r = 100 for COIL100,
and r = 30 for TDT2, respectively. Here we conduct experi-
ments with 50 epochs using the minibatch subsampling ratio
5%.

After solving (14) by Proposition 2, we compute the clus-
tering label by implementing the K-means method (Cai
2011) on U . All results are presented in Table 2. From this
table, it shows that the extrapolation technique can improve
the numerical performance. In addition, the stochastic algo-
rithms can get better numerical results than their determin-
istic versions. Furthermore, the variance reduction stochas-
tic gradient estimators can get the best performance in the
stochastic framework.

MF with Weakly-convex Regularization
Consider the following optimization problem with a weakly-
convex regularization (Yin et al. 2015; Ma, Lou, and Huang
2017)

min
U,V

1

2
∥M − UV ∥2F + λ1∥U∥1 −

λ2
2
∥U∥2F , (18)

where U ∈ Rm×r, V ∈ Rr×d, ∥U∥1 :=
∑
i,j |Ui,j | and

λ1, λ2 are two positive parameters. The term λ1∥U∥1 −
λ2

2 ∥U∥2F is a λ2-weakly convex function.
Now we give the closed-form of (Uk+1, Vk+1) for the

problem (18) in the following proposition.
Proposition 3. If f(U, V ) := 1

2∥M − UV ∥2F ,
h(U, V ) := λ1∥U∥1 − λ2

2 ∥U∥2F , ψ(U, V ) :=

3ψ1(U, V ) + ∥M∥Fψ2(U, V ) + ηλ2

2 ∥U∥2F (where η = ηk
in the k-th iteration), we have the update steps for solving
(6) in each iteration are

Uk+1 = tSλ1ηk(−Pk), Vk+1 = −tQk,
where Pk and Qk are defined by (17), t ≥ 0 satisfies
3(∥Sλ1ηk(−Pk)∥2F + ∥ −Qk∥2F )t3 + ∥M∥F t− 1 = 0,

and Sλ1ηk(·) is the soft-thresholding operator4 (Donoho
1995).

We use two real datasets5, i.e., ORL with the size of
4096 × 400 and Yale-B with the size of 2414 × 1024, to
illustrate the numerical performance. We let λ1 = 0.05 and
λ2 = 0.02 for all numerical experiments, and let r = 25 for
ORL dataset and r = 49 for Yale-B dataset, respectively. We
conduct experiments with 200 epochs using the minibatch
subsampling ratio 5%.

4For any y ∈ Rd, Sτ (y) = argmin
x∈Rd

{τ∥x∥1 + 1
2
∥x − y∥2} =

max{|y| − τ, 0}sign(y).
5http://www.cad.zju.edu.cn/home/dengcai/Data/FaceData.html
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Figure 1: Numerical experiment results on ORL and Yale-B
datasets for problem (18). Left: ORL with r = 25. Right:
Yale-B with r = 49.

Fig. 1 indicates that the extrapolation-based algorithms
perform better than those without extrapolation. Further-
more, the variance reduced stochastic gradient algorithms
(with SAGA/SARAH) show better performance compared
to SGD-based methods.

NMF with Nonconvex Sparsity Constraints
We continue to study the NMF problem with nonconvex
sparsity constraints given by

min
U,V

{
1

2
∥M − UV ∥2F : ∥U:,i∥0 ≤ s1, ∥Vj,:∥0 ≤ s2

}
, (19)

where U ∈ Rm×r
+ , V ∈ Rr×d+ , r > 0, i, j ∈ {1, 2 . . . , r},

U:,i denotes the i-th column of U and ∥U:,i∥0 denotes the
number of non-zero entries of U:,i. Similarly, Vj,: is the j-th
row of V . Now, we denote

f(U, V ) :=
1

2
∥M − UV ∥2F ,

h(U, V ) :=IU≥0 + I∥U:,1∥0≤s1 + · · ·+ I∥U:,r∥0≤s1

+ IV≥0 + I∥V1,:∥0≤s2 + · · ·+ I∥Vr,:∥0≤s2 ,

ψ(U, V ) :=3ψ1(U, V ) + ∥M∥Fψ2(U, V ).

Here, ψ1 and ψ2 are given by (15). The closed-form of
(Uk+1, Vk+1) is the same as that of (Mukkamala and Ochs
2019, Proposition D.8) and is shown as follows.
Proposition 4. Given the optimization problem (19) with
the above defined f(·), h(·) and ψ(·), the update (6) in the
BPSGE algorithm are given by
Uk+1 = tHs1(Π+(−Pk)), Vk+1 = tHs2(Π+(−Qk)),

where Pk and Qk are defined by (17), t ≥ 0 and satisfies
3(∥Hs1(Π+(−Pk))∥2F + ∥Hs2(Π+(−Qk))∥2F )t3

+ ∥M∥F t− 1 = 0.

Here, Π+(·) is the projection on the nonnegative space,
Hs(·) is the hard-thresholding operator6 (Luss and Teboulle
2013).

Fig. 2 shows that the BPGE algorithm outperforms the
BPG algorithm, thanks to its extrapolation technique. The
adaptive stepsize and the variance reduction techniques also
prove to be effective in the stochastic framework.

6Let y ∈ Rd and |y1| ≥ |y2| ≥ · · · ≥ |yd|. Then the hard-
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Figure 2: Numerical experiments for MF problem (19).

Conclusion
This paper presented a Bregman proximal stochastic gradi-
ent descent algorithm with extrapolation (BPSGE) for the
objective function that lacks a global Lipschitz continuous
gradient. Under certain suitable conditions, we established
the subsequential convergence, demonstrated that the sub-
gradient of the objective function exhibits a sublinear con-
vergence rate, and established the global convergence of
the sequence. At last, we conducted numerical experiments
on three specific applications and demonstrated the superior
performance of the BPSGE algorithm.
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thresholding operator is given by

Hs(y) = arg min
x∈Rd

{∥x− y∥2 : ∥x∥0 ≤ s} =

{
yi, i ≤ s,

0, otherwise.

where s > 0 and the operations are applied element-wise.
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