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Abstract
The forecasting of Multivariate Time Series (MTS) has long been an important but challenging task. Due to the non-stationary problem across long-distance time steps, previous studies primarily adopt stationarization method to attenuate the non-stationary problem of the original series for better predictability. However, existing methods always adopt the stationarized series, which ignores the inherent non-stationarity, and has difficulty in modeling MTS with complex distributions due to the lack of stochasticity. To tackle these problems, we first develop a powerful hierarchical probabilistic generative module to consider the non-stationarity and stochasticity characteristics within MTS, and then combine it with transformer for a well-defined variational generative dynamic model named Hierarchical Time series Variational Transformer (HTV-Trans), which recovers the intrinsic non-stationary information into temporal dependencies. Being a powerful probabilistic model, HTV-Trans is utilized to learn expressive representations of MTS and applied to forecasting tasks. Extensive experiments on diverse datasets show the efficiency of HTV-Trans on MTS forecasting tasks.

Introduction
Multivariate time series (MTS) is an important type of data that arises from a wide variety of domains, including internet services, industrial devices, health care and finance, to name a few. However, the forecasting of MTS has always been a challenging problem as there exists not only complex temporal dependencies, as shown in the red box in Fig. 1, but also inherently stochastic components, as shown in the green box in Fig. 1. Moreover, there exist non-stationary issues, as shown in the blue box in Fig. 1, which haves a huge impact on predictive performance. To model the temporal dependencies of MTS, many dynamic methods based on recurrent neural networks (RNNs) have been developed (Malhotra et al. 2016; Zhang et al. 2019; Bai et al. 2019; Tang et al. 2020; Yao et al. 2018). Meanwhile, to consider the stochasticity, some probabilistic dynamic methods have also been developed (Dai et al. 2021, 2022; Chen et al. 2020, 2022; Salinas et al. 2020). With the development of Transformer (Vaswani et al. 2017) and due to its ability to capture long-range dependencies (Wen et al. 2022; Dosovitskiy et al. 2021; Chen et al. 2021), and interactions, which is especially attractive for time series forecasting, there is a recent trend to construct Transformer based MTS forecasting methods and have achieved promising results in learning expressive representations for MTS forecasting tasks. Recently, there are lots of efficient Transformer-based forecasting methods, such as Autformer (Wu et al. 2021), FEDformer (Zhou et al. 2022), Pyraformer (Liu et al. 2021), Crossformer (Zhang and Yan 2023) and so on. Despite the advanced architectural design, it is still hard for Transformers to predict real-world time series because of the non-stationarity of data. Non-stationary time series is characterized by the continuous change of statistical properties and joint distribution over time, making them less predictable (Hyndman and Athanasopoulos 2018). In previous works, they usually pre-process the time series by stationarization (Ogasawara et al. 2010a; Passalis et al. 2019a; Kim et al. 2021), which can attenuate the non-stationarity of raw time series and provide more stable data distribution for deep models. However, these MTS stationarization methods ignore the non-stationarity of real-world series, which will result in the over-stationarization problem (Liu et al. 2022).

Non-stationary transformer (Liu et al. 2022) is proposed to tackle the over-stationarization problem in the Transformers by approximating distinguishable attentions learned from raw series, which is a method limited to a specific transformer situation. Moreover, because of the deterministic architectural designs, the methods mentioned before still face challenges when it comes to predicting real-world time series due to the non-deterministic data caused by noise data. Therefore, in this paper, we analyze the series forecasting task from another point of view to bring the non-deterministic and non-stationarity back to the deep models, especially for the transformer, and propose a novel dynamic hierarchical generative module to effectively capture both inherent properties.

Moving beyond the constraints of previous work, considering the non-determinism and non-stationarity within MTS and enhancing the representative power of deep models, we develop a Hierarchical Time series Variational Transformer (HTV-Trans), which is a well-defined probabilistic dynamic model obtained by combining a proposed Hierarchical Time series Probabilistic Generative Module (HTPGM), as illustrated in Fig. 2 (a)(b), with the Transformer block, as in...
Channel Attention with a KL-divergence criterion to select dominant series.

To overcome the quadratic computational growth in relation to discover series-wise connections. Pyraformer (Liu et al. 2021) designs a pyramid attention module (PAM) to capture temporal dependencies at different hierarchies. Other deep-ries forecasting, Informer (Zhou et al. 2021) extends Self-attention, which approximate the distinguishable attention in non-stationary sequences to solve the problem of excessive stationarity. Crossformer (Zhang and Yan 2023) proposes a Two-Stage-Attention (TSA) layer to capture the cross-time and cross-dimension dependency of the embedded array and show its effectiveness over previous state-of-the-arts. In this paper, we take a different approach from previous works that focus on transformer architectural design. In this paper, we propose a novel approach to address the non-stationary and non-deterministic properties of time series, which are essential characteristics of this type of data (Kim et al. 2021; Liu et al. 2022).

Non-stationary Problems of Time Series

While stationarity is important to the predictability of time series (Kim et al. 2021; Liu et al. 2022), real-world series always present non-stationarity. To tackle this problem, the classical statistical method ARIMA (Box 1976) stationarizes the time series through differencing. As for deep models, since the distribution-varying problem accompanied by non-stationarity makes deep forecasting even more intractable, stationarization methods are widely explored and always adopted as the pre-processing for deep model inputs. Adaptive Norm (Ogasawara et al. 2010b) applies z-score normalization for each series fragment by global statistics of a sampled set. DAIN (Passalis et al. 2019b) employs a nonlinear neural network to adaptively stationarize time series with observed training distribution. RevIN (Kim et al. 2021) introduces a two-stage instance normalization that transforms model input and output respectively to reduce the discrepancy of each series, which brings great benefit to the model’s capability of modeling non-stationary time series. However, Non-stationary transformer (Liu et al. 2022) find out that directly stationarizing time series will damage the model’s capability of modeling specific temporal dependency, which is named over-stationarization and tackle the problem by approximating distinguishable attentions learned from the original series. Given this over-stationarization issue, unlike Non-stationary-transformer method, HTV-Trans further develops a hierarchical generative module to capture the multi-scale statistical characteristics of the original input time series, which can bring more intrinsic non-stationarity of the original series back to latent representation for time series forecasting.

Method

Problem Definition

Defining the $n$-th MTS as $\mathbf{x}_n = \{x_{1,n}, x_{2,n}, ..., x_{T,n}\}$, where $n = 1, ..., N$ and $N$ is the number of MTS. $T$ is the duration of $\mathbf{x}_n$ and the observation at time $t$, $x_{t,n} \in \mathbb{R}^V$, is a $V$ dimensional vector where $V$ denotes the number of channels, thus $\mathbf{x}_n \in \mathbb{R}^{T \times V}$.
Time Series Stationarization

Non-stationary time series present a significant challenge for deep models in forecasting tasks, as they tend to struggle with generalization to series exhibiting variations in mean and standard deviation during forecasting. This is due to the inherent difficulty of modeling time series with changing statistical properties. The pilot work, RevIN (Kim et al. 2021) and Non-stationary transformer (Liu et al. 2022) both put forward the instance normalization to each input and restores the statistics to the corresponding output in a similar way, which makes each series follow a similar distribution. Empirical evidence has shown that this design is effective, but Non-stationary transformer introduces an alternative method called Series Stationarization that requires fewer computational resources. Based on these considerations, we adopt Series Stationarization for normalizing our input data.

Normalize module: To attenuate the non-stationarity of each input series, Series Stationarization conducts normalization on the temporal dimension by a sliding window over time. Here are the equations.

\[
\begin{align*}
\mu_x &= \frac{1}{T} \sum_{i=1}^{T} x_i, \quad \sigma_x^2 = \frac{1}{T} \sum_{i=1}^{T} (x_i - \mu_x)^2 \\
\sigma_x' &= \frac{1}{\sigma_x} \odot (x_i - \mu_x)
\end{align*}
\]

where \( \mu_x, \sigma_x \in \mathbb{R}^{T \times 1} \) means the element-wise division and \( \odot \) is the element-wise product. It is obvious that the Series Stationarization aims to reduce the distributional differences among individual input time series, thereby stabilizing the distribution of model inputs.

Denormalize module: After the base model \( H \) predicting the future value with length-\( T \), we adopt De-normalization to transform the model output \( y' = [y'_1, y'_2, ..., y'_T] \in \mathbb{R}^{T \times V} \) with \( \sigma_x \) and \( \mu_x \), thus obtain \( y = [y_1, y_2, ..., y_T] \) as the eventual forecasting results. The De-normalization module can be formulated as follows:

\[
y' = H (x'), \quad y_i = \sigma_x \odot (y'_i + \mu_x)
\]

Hierarchical Time Series Variational Transformer

Analysis of over-stationarization: Although the statistics of each output time series are explicitly restored to the corresponding original distribution of input series by De-normalization, the non-stationarity of the original series cannot be fully restored only in this way. According to the conclusion from the Non-stationary transformer(Liu et al. 2022), the undermined effects caused by over-stationarization happen inside the deep model, especially in the calculation of attention. Furthermore, non-stationary time series are fragmented and normalized into several series chunks with the same mean and variance, which follow more similar distributions than the raw data before stationarization. Thus, the model is more likely to generate over-stationary and uneventful outputs, which is irreconcilable with the natural non-stationarity of the original series. To address the over-stationarization issue caused by Series Stationarization, we propose a novel Hierarchical Time series Variational Autoencoder(HTPGM) that can solve this problem more completely. Similar to the Non-stationary transformer, we fuse the normalized data and the non-stationary information (as shown in Fig. 2 (c)) provided by the hierarchical distribution to solve the problem of similar attention caused by the similar distribution of the input data. Furthermore, our hierarchical generative module can provide fine-grained data distribution information through the different hidden layers distribution at different scales, which can boost the non-stationary series predictive capability of the base model.

Hierarchical generative module: As previously mentioned, to tackle the over-stationarization problem caused by Series Stationarization, Non-stationary transformer proposes a novel De-stationary Attention mechanism, which focuses on the attention caused by stationarization and discovers the particular temporal dependencies from original non-stationary data. From another point of view, we introduce a hierarchical probabilistic generative module to consider the original series statistical information through the generative process in our proposed model. The whole generative module is illustrated in Fig. 2 (a). This module aims to consider the inherent uncertainty and intrinsic non-stationarity of the original input time series and enhance the capacity of the model to handle
complex, non-deterministic, and non-stationary time series distributions. Our model mainly starts with three aspects to address the issues which are mentioned previously.

**Vanished non-stationary information supplement:** Firstly, given the intrinsic non-stationarity of input series, we consider that the post distribution of HTPGM should depend on the original input series as shown in Fig. 2. Due to the reconstruction of raw input series, the intrinsic non-stationarity can be learnable through the generative process.

**Multi-scale non-stationary information:** Secondly, we design a generative process in which hidden layer distribution has different scales for HTPGM. The time dimension of hidden variables $z_t$ from the bottom layer to the top layer is gradually reduced. Our design aims to let the distribution of different scales capture more fine-grained original time series information. Because the way of information fusion is achieved by using the nearest neighbor interpolation to unify the dimension of hidden layer distribution, this design is equivalent to setting several windows to capture the distribution in different small chunks of raw time series. Due to the different scales of hidden layer distribution, the hierarchical generative process can provide fine-grained distribution information, which is stored in $z_{sum}$ as shown in Fig. 2 (c).

**Robust representation:** Our proposed generative module is also capable of solving the non-deterministic problems of time series by utilizing the probabilistic component. The probabilistic component enables the incorporation of non-determinism into the representation of time series, by introducing a degree of randomness and uncertainty in the generative process. This characteristic of the probabilistic generative module makes it robust to the noise in the input, allowing for the modeling of non-deterministic time series. Overall, our generative module can extract a non-stationary and robust representation of time series.

**Generation:** We propose a special way that incorporates the output of transformer $h_t$ (as shown in Fig. 2 (a)) into the generative process of HTPGM. The generative process is illustrated in Fig. 2 (a). This operation enhances the ability of $h_t$ and latent variable $z_t$ to reconstruct the original input series, resulting in an expressive and underlying non-stationary representation of the time series. The detail of the generative process is defined as

$$
\begin{align*}
\mu_{t,n}^{i+1} &= f(\text{Interpolate}(z_{t-1,n}^{i+1}) + W_{\mu_{t,n}}h_{i+1,n-1}), \\
\mu_{t,n}^{i} &= f(\text{Interpolate}(z_{t-1,n}^{i}) + W_{\mu_{t,n}}h_{i,n-1}), \\
\sigma_{t,n}^{i} &= \text{diag}(\sigma^{i}),
\end{align*}
$$

where $W_{\mu_{t,n}}, W_{\mu_{t,n}} \in \mathbb{R}^{K \times V}$, are all learnable parameters of the generate network. $K, t, i$ are changed with different layer $i$, $f(\cdot)$ refers to the non-linear activation function. $\mu_{t,n}^{i}$ and $\sigma_{t,n}^{i}$ are means and covariance parameters of $z_{t,n}^{i}$. $h_{t,n} \in \mathbb{R}^{T \times V}$ denotes the deterministic latent states of our forecasting module. We combine $z_{t,n}^{i}$ and $h_{t,n}$ into the generative process to consider the temporal dependencies and the stochasticity. The prior information is passed down through the generative process from the top layer to the bottom layer of the HTPGM. This hierarchical generative process allows each layer of HTPGM to learn the non-stationary information from different perspectives. It enables the model to capture a diverse range of temporal dependencies and variations within the original input time series, resulting in a more robust and non-stationary multi-scale representation of the original series. This hierarchical approach allows the model to effectively handle complex, non-stationary time series, leading to improved performance in forecasting tasks.

**Hierarchical variational transformer:** In order to maximize the advantages of our hierarchical generative module, we have designed a transformer-based prediction model, which we call HTV-trans (as shown in Fig. 3). In this prediction model, we use a one-layer transformer encoder as our model basic feature extractor and a MLP as a forecasting block to output the prediction in one step.

**Transformer block:** Given the long time series dependency, we choose a transformer encoder to capture the dynamic information from the normalized input series. As mentioned previously, we consider that the $z_{sum}$ as shown in Fig. 2 (c) can store the vanished non-stationary information of original time series. Thus, we decide to integrate the normalized series and $z_{sum}$ as input to solve the over stationarization problem. Specifically, we introduce a Multi-head Self Attention (MSA) block to capture the temporal dependence as

$$
O = \text{MSA}(\text{Embedding}(X')) + \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V
$$

where $X' \in \mathbb{R}^{V \times T}$, denotes the normalized input, Embedding(·) denotes the time feature embedding which is stored in $z_{sum}$ as shown in Fig. 2 (c). The operation enhances the ability of $h_t$ and latent variable $z_t$ to reconstruct the original input series, resulting in an expressive and underlying non-stationary representation of the time series. The detail of the generative process is defined as
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\mu_{t,n}^{i} &= f(\text{Interpolate}(z_{t-1,n}^{i}) + W_{\mu_{t,n}}h_{i,n-1}), \\
\sigma_{t,n}^{i} &= \text{diag}(\sigma^{i}),
\end{align*}
$$

where $W_{\mu_{t,n}}, W_{\mu_{t,n}} \in \mathbb{R}^{K \times V}$, are all learnable parameters of the generate network. $K, t, i$ are changed with different layer $i$, $f(\cdot)$ refers to the non-linear activation function. $\mu_{t,n}^{i}$ and $\sigma_{t,n}^{i}$ are means and covariance parameters of $z_{t,n}^{i}$. $h_{t,n} \in \mathbb{R}^{T \times V}$ denotes the deterministic latent states of our forecasting module. We combine $z_{t,n}^{i}$ and $h_{t,n}$ into the generative process to consider the temporal dependencies and the stochasticity. The prior information is passed down through the generative process from the top layer to the bottom layer of the HTPGM. This hierarchical generative process allows each layer of HTPGM to learn the non-stationary information from different perspectives. It enables the model to capture a diverse range of temporal dependencies and variations within the original input time series, resulting in a more robust and non-stationary multi-scale representation of the original series. This hierarchical approach allows the model to effectively handle complex, non-stationary time series, leading to improved performance in forecasting tasks.

**Hierarchical variational transformer:** In order to maximize the advantages of our hierarchical generative module, we have designed a transformer-based prediction model, which we call HTV-trans (as shown in Fig. 3). In this prediction model, we use a one-layer transformer encoder as our model basic feature extractor and a MLP as a forecasting block to output the prediction in one step.
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where $W_{\mu_{t,n}}, W_{\mu_{t,n}} \in \mathbb{R}^{K \times V}$, are all learnable parameters of the generate network. $K, t, i$ are changed with different layer $i$, $f(\cdot)$ refers to the non-linear activation function. $\mu_{t,n}^{i}$ and $\sigma_{t,n}^{i}$ are means and covariance parameters of $z_{t,n}^{i}$. $h_{t,n} \in \mathbb{R}^{T \times V}$ denotes the deterministic latent states of our forecasting module. We combine $z_{t,n}^{i}$ and $h_{t,n}$ into the generative process to consider the temporal dependencies and the stochasticity. The prior information is passed down through the generative process from the top layer to the bottom layer of the HTPGM. This hierarchical generative process allows each layer of HTPGM to learn the non-stationary information from different perspectives. It enables the model to capture a diverse range of temporal dependencies and variations within the original input time series, resulting in a more robust and non-stationary multi-scale representation of the original series. This hierarchical approach allows the model to effectively handle complex, non-stationary time series, leading to improved performance in forecasting tasks.
novel hierarchical probabilistic generative dynamic model. The graphical illustration of the whole framework is shown in Fig. 3. 

**Multi-scale inference network:** Following VAE-based models, we define a Gaussian distributed variational distribution \( q(z_{t,n}) = \mathcal{N}(\mu_{t,n}, \text{diag}(\sigma_{t,n})) \) to approximate the true posterior distribution \( p(z_{t,n} \mid x) \), and map the dynamic input series \( x_{t,n} \) to their parameters as:

\[
\begin{align*}
q(z_{t,n}) &= \mathcal{N}(\mu_{t,n}, \text{diag}(\sigma_{t,n})) \\
\mu_{t,n} &= f(C_{x,\mu}(x) + b_{x,\mu}) \\
\sigma_{t,n} &= \text{Softplus}(f(C_{x,\sigma}(x) + b_{x,\sigma}))
\end{align*}
\]

where \( C_{x,\mu}, C_{x,\sigma} \in \mathbb{R}^{K \times V'}, b_{x,\mu}, b_{x,\sigma} \in \mathbb{R}^K \) are all learnable parameters of the inference network. \( f(\cdot) \) refers to the non-linear activation function. Based on the structure of the inference network as shown in Fig. 3 (b), the posterior of probabilistic latent variables of HTPGM are approximated by multi-scale original input series, thus enabling richer latent representations for HTPGM.

**Model Training**

As mentioned in (Cao et al. 2020; Wen et al. 2022), the prediction-based model is expert in capturing the periodic information of the MTS, while the reconstruction-based model tends to explore the global distribution of the MTS. To combine the complementary advantages of them for facilitating the representation capability of MTS, we formulate the optimization function as the combination of both prediction and reconstruction losses and define the marginal likelihood as

\[
P(D \mid \{ W^{(l)} \}_{l=1}^{L}) = \prod_{t=1}^{T} \left( \prod_{n=1}^{N} p(x_{t,n} \mid z_{t,n}^{(1)}) + \prod_{t=1}^{T} \prod_{n=1}^{N} p(z_{t,n}^{(l)} \mid z_{t,n}^{(l-1)}) + \prod_{t=1}^{T} p(x_{T,n} \mid h_{1:T-1,n}) \right) d z_{1:T,n}^{1:L}
\]

where the first and the second terms are reconstruction and prediction loss separately. Similar to VAEs, with the inference network and variational distribution in Eq. (4), the optimization objective of HTV-Trans can be achieved by maximizing the evidence lower bound (ELBO) of the log marginal likelihood, which can be computed as

\[
\begin{align*}
\mathcal{L} &= \sum_{n=1}^{N} \sum_{t=1}^{T} \mathbb{E}_{q(z_{t,n}^{(1)})} \left[ \ln p(x_{t,n} \mid z_{t,n}^{(1)}) \right] \\
&\quad + \gamma \mathbb{E}_{q(z_{t,n}^{(1)})} \left[ \ln p(x_{T,n} \mid h_{1:T-1,n}) \right] \\
&\quad - \sum_{t=1}^{T} \sum_{l=1}^{L} \mathbb{E}_{q(z_{t,n}^{(l)})} \left[ \ln \frac{q(z_{t,n}^{(l)} \mid x_{t,n})}{p(z_{t,n}^{(l)} \mid z_{t,n}^{(l+1)})} \right]
\end{align*}
\]

where \( \gamma > 0 \) is a hyper-parameter to balance the prediction and the reconstruction losses, which is chosen by grid search on the validation set. The detailed procedures of the optimization of HTV-Trans are summarized in Appendix.
information focuses on aligning the statistical properties of each input series, which helps the Transformer generalize to the whole distribution of data. Both of them play a huge role in our HTPGM. With the incorporation of HTPGM, the model can consider the non-stationary change of real-world time series, leading to improved prediction accuracy for detailed series variation as shown in red circle, which is crucial in real-world time series forecasting tasks.

**HTPGM architecture evaluation:** To further understand the role of HTPGM in our model, we perform an ablation study examining the impact of the hierarchical time series variational scheme, and the combined optimization objective.
The results on forecasting tasks are presented in Table 2 and Fig. 5. We choose Mean Absolute Error (MAE) to measure the performance of forecasting models in Table 2 and Fig. 5. As shown in the tables, it is obvious that all structural components contribute to the performance of the framework. In particular, the incorporation of a powerful variational generative module for Transformer leads to a significant improvement in performance, which is proved in Table 2, enabling the model to extract robust and non-stationary representations of MTS with complex distribution. The output of transformer $h$ and dynamic prior information modeling into the generative process further improves the generative capacity of the model and leads to better performance on the forecasting tasks. Furthermore, as shown in the second column of Table 2, the ablation study of the combined optimization objective means the latent variable $z$ can learn effective and expressive representations of time series. Comparison of the five layers results in Fig 5 demonstrates the effectiveness of the hierarchical structure. It is because the different layers include different scale robust and non-stationary information which help the representation to be multi-scale. These results verify the efficacy and necessity of each module in our design.

**Balance between Stationary and Non-stationary Information**

As discussed in Sec. 3, we combine normalized $x$ and latent representation $z$ of original input on HTV-Trans, which enables our models to recover the non-stationary information efficiently and introduce a parameter $\alpha$ to balance the effect of them. Here, we evaluate the influence of $\alpha$ to MTS forecasting, the results are reported in Fig. 6. As we can see, excessively small and large $\alpha$ will lead to weaker performance, illustrating the effectiveness of the method that we proposed to recover the non-stationary information. It is because when $\alpha$ is smaller the the non-stationary information is lower, and $\alpha$ is bigger means the the non-stationary information is higher. Only the appropriate value of $\alpha$ can bring suitable non-stationary information.

**Conclusion**

In this paper, we propose a novel approach to solve the over-stationarization problem for multivariate time series forecasting tasks, named HTV-Trans, which consists of a HTGGM module and a transformer that is able to capture non-stationary, non-deterministic, and long-distance temporal dependencies. To achieve efficient optimization, we introduce an autoencoding variational inference scheme with a combined prediction and reconstruction loss. The HTV-Trans model is able to extract robust and intrinsic non-stationary representations of multivariate time series, which allows it to outperform other models in forecasting tasks. Empirical results on MTS forecasting tasks demonstrate the effectiveness of the proposed model.
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