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Abstract

In numerous applications, binary reactions or event counts are observed and stored within high-order tensors. Tensor decompositions (TDs) serve as a powerful tool to handle such high-dimensional and sparse data. However, many traditional TDs are explicitly or implicitly designed based on the Gaussian distribution, which is unsuitable for discrete data. Moreover, most TDs rely on predefined multi-linear structures, such as CP and Tucker formats. Therefore, they may not be effective enough to handle complex real-world datasets. To address these issues, we propose ENTED, an Efficient Nonparametric TTensor Decomposition for binary and count tensors. Specifically, we first employ a nonparametric Gaussian process (GP) to replace traditional multi-linear structures. Next, we utilize the Polya-Gamma augmentation which provides a unified framework to establish conjugate models for binary and count distributions. Finally, to address the computational issue of GPs, we enhance the model by incorporating sparse orthogonal variational inference of inducing points, which offers a more effective covariance approximation within GPs and stochastic natural gradient updates for nonparametric models. We evaluate our model on several real-world tensor completion tasks, considering binary and count datasets. The results manifest both better performance and computational advantages of the proposed model.

1 Introduction

Tensor data are ubiquitous in many real-world applications, such as visual processing (Liu et al. 2012; Zhao, Zhang, and Cichocki 2015), spatial-temporal forecasting (Bahadori, Yu, and Liu 2014; Qiu et al. 2021), probabilistic modeling (Glasser et al. 2019; Novikov, Panov, and Oseledets 2021), among many others. Tensor decomposition (TD) is a powerful tool for handling such high-order data. Due to the large tensor sizes, TD aims to factorize the original data into much smaller tensor factors. Through these sharing tensor factors, underlying structures or correlations among different tensor modes can be captured. Based on this idea, many elegant TD models have been proposed, such as CP decomposition (Hitchcock 1927), Tucker decomposition (Tucker 1966), tensor train/ring decomposition (Oseledets 2011; Zhao et al. 2019) and many variants (Kolda and Bader 2009; Cichocki et al. 2016). Choosing proper TD structures often involves domain knowledge and can largely affect the final performance (Li and Sun 2020; Li et al. 2022).

While most TD models focus on continuous problems, many real-world applications may encounter binary or count data. For example, in click-through-rate (CTR) prediction tasks, a tensor of shape user $\times$ item $\times$ time may store records of whether a specific user clicked on the item at the time. Additionally, many tensors consist of multi-way events, where each element is the count of the event history (Schein et al. 2015, 2016). For example, the Covid-19 dataset (Dong, Du, and Gardner 2020) contains the number of infection claims, and each observation is associated with several attributes (tensor modes) such as locations, time, and claim types. However, less effort is made to deal with such discrete observations. Compared to continuous counterparts, handling discrete distributions brings additional difficulties when constructing probabilistic models, due to their non-differentiable and non-conjugacy nature.

To address these issues, we propose ENTED, an Efficient Nonparametric TE tensor Decomposition for binary and count data. The proposed model is inherited from the Gaussian process tensor factorization (GPTF, Zhe et al. 2016). Specifically, we adopt a Gaussian process (GP) to replace traditional multi-linear contraction rules. The great flexibility of nonparametric GPs enables us to learn underlying structures of complex real-world datasets adaptively, rather than picking one beforehand. To cope with discrete data, the Polya-Gamma (PG) augmentation (Polson, Scott, and Windle 2013) is adopted, which provides a unified framework to establish conjugate models for both binary and count data (Klami 2015). Moreover, to efficiently approximate infeasible covariance matrices in GPs, we derive a novel sparse orthogonal variational inference (SOLVE, Shi, Titsias, and Mnih 2020) scheme for our model that incorporates PG augmentation and natural gradient (NG) updates. Notably, our model allows for stochastic optimization that is scalable to large tensors. The contributions are summarized as follows:

- We propose a flexible nonparametric TD for binary and count data. By using GPs, the model can adaptively learn complex hidden structures of high-order tensors.
- A PG augmentation scheme is adopted, resulting in a unified augmented model for binary and count data. Due to the conjugacy, efficient NG updates can be derived.
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• To obtain an efficient covariance approximation, we derive a SOLVE framework with PG augmentation and NG updates for nonparametric tensor factorization, which enables fast and stochastic optimization.

Finally, we demonstrate the proposed model on binary and count tensor completion tasks. Our model shows superior prediction accuracy and distributional estimation on the six real-world datasets. In addition, ablation studies on inducing points are conducted to show the effectiveness and computational benefits of our model.

2 Backgrounds

2.1 Notations
We denote scalars, vectors, matrices, and tensors as lowercase letters, bold lowercase letters, bold capital letters, and sans-serif bold capital letters, e.g., \( x, \mathbf{x}, \mathbf{X} \) and \( \mathbf{X} \), respectively. For an order-\( D \) tensor \( \mathbf{X} \in \mathbb{R}^{I_1 \times \cdots \times I_D} \), we denote its \((i_1, \ldots, i_D)\)-th entry as \( x_i \), where \( i = (i_1, \ldots, i_D) \). Moreover, \( \mathcal{N}(\cdot, \cdot) \) denotes Normal distribution, \( \mathcal{B}(\cdot) \) denotes Bernoulli distribution, \( \mathcal{N}B(\cdot, \cdot) \) denotes negative binomial (NB) distribution, \( \mathcal{PG}(\cdot) \) denotes Polyá-Gamma (PG) distribution and \( D_{KL}(p \parallel q) \) denotes the Kullback-Leibler (KL) divergence between two distributions \( p \) and \( q \).

2.2 Tensor Decomposition
Tensor decomposition (TD, Kolda and Bader 2009) aims to factorize an order-\( D \) tensor \( \mathbf{X} \in \mathbb{R}^{I_1 \times \cdots \times I_D} \) into \( D \) smaller latent factors \( \mathbf{Z}^{(d)} \in \mathbb{R}^{I_d \times R_d} \), \( \forall d = 1, \ldots, D \), where the sequence \((R_1, \ldots, R_d)\) is the tensor rank. Traditional TDs depend on predefined contraction rules. For example, the CP decomposition (Hitchcock 1927) assumes,

\[
x_i = \sum_{r=1}^{R} \lambda_r z_{i_1}^{(1)} \cdots z_{i_D}^{(D)},
\]

where \( \lambda_r \) are factor weights for each rank-1 components and \( R = R_1 = \cdots = R_D \). Tucker decomposition (Tucker 1966) extends CP to have multiway weights, i.e., \( x_i = \sum_{r=1}^{R_1} \cdots \sum_{r_D=1}^{R_D} \lambda_{r_1} \cdots \lambda_{r_D} z_{i_1}^{(1)} \cdots z_{i_D}^{(D)} \). Other popular TDs include tensor train (TT, Oseledets 2011), tensor ring (TR, Zhao et al. 2019), t-SVD (Kimler et al. 2013) and many variants (Kolda and Bader 2009; Cichocki et al. 2016). All these TD methods employ predefined multi-linear structures, possibly insufficient to cope with complex real-world datasets.

To mitigate the issue, a line of work (Chu and Ghahramani 2009; Xu, Yan, and Qi 2012; Zhe et al. 2016) studied nonparametric TDs, which can adaptively learn nonlinear structures from data. Here, we briefly introduce the Gaussian process tensor factorization (GPTF, Zhe et al. 2016) due to its flexibility and scalability. In particular, given latent factors \( \mathbf{Z}^{(d)} \in \mathbb{R}^{I_d \times R} \), \( \forall d = 1, \ldots, D \) with \( R = R_1 = \cdots = R_D \), we denote latent factors associated with index \( i \) as \( \mathbf{m}_i = [z_{i_1}^{(1)}; \ldots; z_{i_D}^{(D)}] \in \mathbb{R}^{DR} \), where \( z_{i_d}^{(d)} \in \mathbb{R}^n \) is the \( i_d \)-th row of \( \mathbf{Z}^{(d)} \). In GPTF, the linear contraction forms of traditional TDs (e.g., Eq. (1)) is characterized by a GP,

\[
p(x_i | f_i, \beta^{-1}) = \mathcal{N}(x_i | f_i, 1, \beta^{-1}),
\]

where \( k(\cdot, \cdot) \) is a kernel function, \( \Omega = \{i_1, \ldots, i_N\} \) denotes all observed indices and \( \mathbf{M}_\Omega \in \mathbb{R}^{N \times DR} \) is concatenated by latent factors associated with all observed entries, i.e., \( \{\mathbf{m}_i : i \in \Omega\} \). To deal with binary data, Zhe et al. (2016) adopted an augmented variable \( \omega_n, \forall n = 1, \ldots, N \) and the Probit model,

\[
p(x_n | \omega_n) = \mathcal{B}(\Phi(\omega_n)), \quad p(\omega_n | f_n) = \mathcal{N}(\omega_n | f_n, 1),
\]

where \( \Phi(\cdot) \) is the cumulative distribution function (CDF) of standard Normal distribution. Finally, the joint distribution for binary GPTF becomes,

\[
p(x, f, \omega, \mathbf{Z}) = p(f | \mathbf{Z}) \prod_{d=1}^{D} p(Z^{(d)}).
\]

where we denote \( \mathbf{Z} = \{Z^{(d)}\}_{d=1}^{D} \) for simplicity.

However, learning this model requires cubic complexity with sample sizes, i.e., \( O(N^3) \), which is prohibited in real applications with massive observations. To address the issue, Zhe et al. (2016) adopted the sparse variational GP (SVGP, Titsias 2009) framework and derived a distributed evidence lower bound (ELBO) analogous to Gal, Van Der Wilk, and Rasmussen (2014). In specific, a small set of inducing inputs \( \mathbf{B} \in \mathbb{R}^{p \times DR} \) and points \( \mathbf{u} \in \mathbb{R}^p \) are introduced. By assuming the observations are conditionally independent given the inducing points, the probabilistic model in Eq. (2) can be expressed as

\[
p(x, f, \omega, \mathbf{Z}, \mathbf{u}) = \prod_{d=1}^{D} p(Z^{(d)}),
\]

where

\[
p(f | \mathbf{u}, \mathbf{Z}) = \mathcal{N}(f | K_{MB}K_{BB}^{-1}u, \tilde{K}), \quad p(u) = \mathcal{N}(u | 0, K_{BB}).
\]

For simplicity, we denote \( K_{MB} = k(M_\Omega, \mathbf{B}), K_{BB} = k(\mathbf{B}, \mathbf{B}), K_{MM} = k(M_\Omega, M_\Omega) \) and \( K = K_{MM} - K_{MB}K_{BB}^{-1}K_{BM} \). To learn posteriors of the inducing points \( \mathbf{u} \) and the augmented variable \( \omega \), a variational distribution \( q(\mathbf{u}, \omega) = q(\mathbf{u})q(\omega) \) is adopted. The ELBO becomes,

\[
\log p(x_i, \mathbf{Z}) \geq \mathbb{E}_{q(\mathbf{u}, \omega)} \log p(x_i | \mathbf{Z}, \mathbf{f}, \mathbf{u}, \omega) - D_{KL}(q(\omega) \parallel p(\omega)) + \log p(\mathbf{Z}).
\]
3 Proposed Model

3.1 Nonparametric Tensor Decomposition with Pólya-Gamma Augmentation

While many tensor data encounter discrete observations, GPTF (Zhe et al. 2016) cannot deal with them directly, since discrete distributions yield non-conjugate GPs. To address this issue, we improve GPTF by employing the PG augmentation (Polson, Scott, and Windle 2013), that provides a unified framework to establish conjugate models for Bernoulli and NB distributions (Klami 2015).

Pólya-Gamma Augmentation A PG variable \( \omega \sim PG(b, c) \) is defined as (Polson, Scott, and Windle 2013),

\[
\omega \overset{iid}{\sim} G(a(b, 1)), \quad D \overset{D}{=} \frac{1}{2\pi^2} \sum_{k=1}^{\infty} \frac{g_k}{(k-1/2)^2 + c^2/(4\pi^2)},
\]

where \( g_k \overset{iid}{\sim} G(a(b, 1)) \), and \( D \overset{D}{=} \) means equality in distribution. Given PG variable \( \omega \sim PG(b, 0) \), we have,

\[
\frac{\exp(t)\alpha}{(1 + \exp(t))^\alpha} = 2^{-\alpha} \exp((a-b/2)t) \int_0^\infty \exp(-\omega t^2/2)p(\omega) \, d\omega.
\]

For binary data \( x_i \in \{0, 1\}, \forall i \in \Omega \), we adopt the logistic transform,

\[
p(x_i \mid f_n) = \mathcal{B}(x_i \mid \sigma(f_n)) = (1 + \exp(-f_n))^{-1},
\]

where \( \sigma(\cdot) \) is the logistic function. For count data \( x_i \in \mathbb{N}, \forall i \in \Omega \), we adopt the negative binomial (NB) model,

\[
p(x_i \mid f_n) = \mathcal{NB}(x_i \mid \zeta, p_n) = \frac{\Gamma(\zeta + x_i)}{x_i!\Gamma(\zeta)} p_n^{x_i} (1 - p_n)\zeta,
\]

where \( p_n = 1/(1 + \exp(-f_n)) \) and \( \text{the number of successes} \) \( \zeta \) is a hyper-parameter. It was shown that the Bernoulli and NB distributions can be augmented by PG variables as follows (Klami 2015),

\[
p(x_i, \omega_n \mid f_n) \propto 2^{-\alpha} \exp((\chi_n f - \frac{1}{2} \omega_n f^2)PG(\omega_n \mid b, 0), \label{eq:pgaugment}
\]

where \( \omega_n \) is the PG augmented variable. For binary data, \( b = 1 \) and \( \chi_n = x_i - 1/2 \). For count data, \( b = x_i + \zeta \) and \( \chi_n = (x_i - \zeta)/2 \). According to Eq. (7), the original distribution \( p(x_i \mid f) \) can be recovered by marginalizing out the augmented variable \( \omega_n \) in Eq. (8). Note that Eq. (8) admits a quadratic form, which is conjugate to Gaussian distribution. Therefore, PG augmentation is widely used to handle non-Gaussian likelihoods. Finally, by adopting the PG augmentation, the joint distribution of Eq. (3) becomes,

\[
p(x_i, f, \omega, Z, u) = \prod_{d=1}^{D} p(Z^{(d)}).
\]

The prior \( p(Z^{(d)}) \) is chosen to be standard Gaussian. Other distributions can be found in Eqs. (4), (5) and (8).

**Evidence Lower Bound** To marginalize out latent variables \( f, \omega, u \) in the joint PDF Eq. (9) in a scalable way, we have to seek for variational approximation. In particular, we can assign \( q(f, \omega, u) = p(f \mid u)q(\omega)q(u) \), where

\[
q(\omega) = \prod_{n=1}^{N} PG(b_n, c_n), \quad q(u) = \mathcal{N}(\mu^{(u)}, \Sigma^{(u)}). \quad (10)
\]

Then, the ELBO becomes,

\[
\log p_d(x_{\Omega}, Z) \geq \mathcal{E}_q(f \mid u, \omega) \log p(x_{\Omega} \mid f, \omega) - D_{KL}(q(u)q(\omega) \mid\mid p(u)p(\omega)) + \log p(Z).
\]

The optimal solution for \( q(\omega) \) can be derived analytically, as we will show later. The time complexity of Eq. (11) is \( O(Np^2 + p^3) \), where \( p \) is the number of inducing points. More importantly, unlike in Zhe et al. (2016), this objective Eq. (11) is factorized over samples. Hence, \( N \) can be replaced by mini-batches, making it scalable to large datasets.

**Inference with Natural Gradients** Maximizing the ELBO Eq. (11) yields efficient stochastic variational inference (SVI) with natural gradient (NG) updates. Firstly, for local parameter \( c \), we have the following optimal solution,

\[
c_n = \sqrt{k_{n,n} + \kappa_n \Sigma u \kappa_n \tau + \mu \Sigma u \mu \kappa_n \tau} \quad (10)
\]

where \( k_{n,n} \) are diagonal elements of \( \mathbf{K} \), \( \kappa_n \) is the \( n \)-th row of \( \mathbf{K}_{MB} \mathbf{K}_{BB}^{-1} \) (we treat it as a column vector for notation consistency). Then, we can derive the NGs of natural parameters \( \eta_1 \) as

\[
\nabla \eta_1 = \frac{N}{s} \sum_{n \in S} \chi_n \kappa_n \mu - \eta_1
\]

where \( \nabla \) means NG. \( S \) denotes the set of mini-batch data with \( s = \vert S \vert \), and \( \theta_n = \frac{2c_n}{\tan\h(\theta_n/2)} \). Finally, the latent factors \( Z \) and inducing inputs \( B \) are then optimized by maximizing the ELBO Eq. (11) using gradient-based methods such as Adam (Kingma and Ba 2014). For detailed derivations, please check Appendix B.2.

3.2 Efficient Orthogonally Decoupled Approximation

Although the sparse variational GP tensor decomposition presented in Section 3.1 can handle large-scale binary or count tensors. One may need to use many inducing points to approximate the full covariance matrix, which leads to large computational costs. To allow efficient sparse approximation, we derive another lower bound using the sparse orthogonal variational inference (SOLVE, Shi, Titsias, and Mihm 2020) framework for our model.

The idea is to decompose the GP into two orthogonal processes in the reproduce Hilbert kernel space (RHKS), and then adopt two sets of inducing points \( u, v \) to approximate
these two processes respectively. Specifically, we decompose function $f$ in Eq. (4) into two orthogonal components,

$$p(f) = N(0, \tilde{K}), \quad f = f_\perp + K_{MB}^{-1}K_{BB}u,$$

where $\tilde{K}$ is defined in Eq. (4). Then, apart from inducing points $u$, we use another set of inducing points $v$ to approximate $f_\perp$ separately,

$$p(v) = N(0, \tilde{K}_{HH}),$$

where $\tilde{K}_{HH}$ is the covariance matrix of corresponding inducing inputs $H$. The joint probability in Eq. (9) becomes,

$$p(x, f_\perp, \omega, Z, u, v) = \prod_{d=1}^{D} p(Z^{(d)}).$$

(12)

$$p(x; f, f_\perp, \omega, \Sigma, Z, u, v) = \int p(f_\perp | v) q(v) dv = N(\mu(f_\perp), \Sigma(f_\perp)),$$

where

$$\mu(f_\perp) = C_{MH}C_{HH}^{-1}K_{HH}v,$$

$$\Sigma(f_\perp) = \tilde{K} + C_{MH}C_{HH}^{-1}\Sigma(v) - C_{HH}C_{HH}^{-1}C_{MH},$$

$$C_{HH} = K_{HH} - K_{MB}^{-1}K_{BB}K_{BH},$$

$$C_{MM} = K_{MM} - K_{MB}^{-1}K_{BB}K_{BH},$$

with $K_{BB} = k(B, H)$. Then we can derive the ELBO as

$$D_{KL}(q(u)q(v)\|p(u)p(v)p(\omega)) + \log p(Z).$$

(13)

Note that the biggest difference between Eq. (11) and Eq. (13) is that, in Eq. (11) we take expectation to $p(f | u)$, which is a prior, while in Eq. (13), we take expectation to $q(f_\perp)$, which is a learnable posterior and leads to more flexible learning processes. Similarly, we can derive the closed-form updates for the PG variable,

$$\gamma_n = \sqrt{\mu_n(f)^2 + \sigma_n^2 + \kappa_n \Sigma(v)\kappa_n},$$

where $\mu_n(f) = \mu_n(f_\perp) + \kappa_n \Sigma(v)\mu_n(u)$ and $\sigma_n^2$ is the $n$-th diagonal element of $\Sigma(f_\perp)$. The NG for $q(u)$ and $q(v)$ can also be derived.

$$\hat{\gamma}_n = \frac{1}{N} \sum_{n=1}^{N} (\gamma_n - \theta_n \kappa_n \Sigma(v)\mu_n(u)),$$

$$\hat{\gamma}_n = -\frac{1}{N} \sum_{n=1}^{N} \kappa_n \Sigma(v)\mu_n(u).$$

where $i$ can be replaced by $u$ or $v$, $j = v$ if $i = u$ (vice versa), and $I = B$ if $i = u$ or $H$ if $i = v$. Moreover, $\kappa_n^{(i)}$ is defined as the $n$-th row of $C_{MH}C_{HH}^{-1}$. As in Section 3.1, the latent factors $Z$ and inducing inputs $B, H$ is then optimized by maximizing the ELBO Eq. (13). Detailed derivations are presented in Appendix B.3.

**Complexity analysis** Despite a more structured representation of variational approximations, SOLVE has additional computational benefits due to the decoupled inducing points. Suppose we choose $2p$ inducing points, computing Eq. (11) requires $O(4Np^2 + 8p^3)$ time complexity. In SOLVE, supposing we decouple $2p$ points into two sets of $p$ points, the complexity of optimizing Eq. (13) reduces to $O(2Np^2 + 2p^3)$. Both approaches allow mini-batch training, which makes our model scalable to large datasets.

## 4 Related Work

Traditional TDs usually rely on specific multi-linear contraction rules, such as CP (Hitchcock 1927), Tucker (Tucker 1966), tensor train/rijng (TT/TR, Oseledets 2011; Zhao et al. 2019) and many variants (Kolda and Bader 2009; Cichocki et al. 2016). While these models mainly focus on continuous cases, binary and count data have also been considered. Chi and Kolda (2012) proposed non-negative CP built on Poisson distribution. Then, the Bayesian version of Poisson CP was established (Schein et al. 2015, 2016) using gamma–Poisson conjugacy. Concurrently, Rai et al. (2014, 2015) proposed Bayesian CP for binary and count data using PG augmentation (PGA). Tao, Tanaka, and Zhao (2023) extended it to the TR format. Recently, Wang and Li (2020) proposed a low-rank Bernoulli model based on CP decomposition. Lee and Wang (2021) established a TD generated by summing a series of signs. Generalized CP (GCP, Hong, Kolda, and Duersch 2020) summarized diverse types of distributions and loss functions learned via gradient-based methods. Soulal et al. (2021) proposed a Bayesian GCP using PGA to deal with NB distribution for spiking count data. All of these methods are based on multi-linear structures and may lack flexibility for complex datasets.

To enhance flexibility, many non-linear TDs have been proposed. In particular, Chu and Ghahramani (2009); Xu, Yan, and Qi (2012); Zhe et al. (2015, 2016) proposed GP tensor factorizations (GPTFs) that use GPs to replace multi-linear contractions. To deal with binary data, a Probit transform was adopted. However, their model is unable to deal with count data. Several following-up works adopt Gamma distribution and Hawkes process to predict the happening time of each event (Zhe and Du 2018; Pan, Wang, and Zhe 2020; Wang et al. 2022). Our model differs from these works in several ways. Firstly, we adopt PGA to get a unified framework for both binary and count tensors. Secondly, we derived efficient natural gradient updates. Finally, a more efficient covariance approximation scheme is established for our model. Recently, Ibrahim et al. (2023) proposed a TD for count data using neural networks, which is out of the scope of this paper as we use GPs. Moreover, it requires side information for each mode, which is not always available.

In the context of GPs, handling non-conjugate models
and establishing efficient approximations are important topics. To approximate large covariance matrices, sparse variational Gaussian process (SVGP, Titsias 2009) was proposed to variationally learn inducing points. SVGP can be scaled to large datasets using stochastic optimization (Hensman, Fusi, and Lawrence 2013) or distributed learning (Gal, Tanaka, and Zhao 2020) or used with latent Gaussian processes (SOLVE-GP), which was shown to be more efficient in learning sparse GPs. However, SOLVE-GP was not designed for binary and count data and the authors did not utilize NG updates. Therefore, our model is not only contributing to the TD community, but also non-conjugate GPs in more general applications.

5 Experiments

In this section, we present empirical evaluations of the proposed model. All experiments are conducted on a workstation with an Intel Xeon Silver 4316 CPU@2.30GHz, 512GB RAM and NVIDIA RTX A6000 GPUs. More details about experimental settings and results are shown in Appendix C. The code is mainly based on PyTorch (Paszke et al. 2019) and available at https://github.com/taozerui/gptd

5.1 Binary Tensor Completion

Datasets We test our model on three binary tensor datasets: (1) Digg (Xu, Yan, and Qi 2012), an order-3 tensor of shape $581 \times 124 \times 48$, extracted from the digg.com social news website, describing interactions among news $\times$ keyword $\times$ topic. It has 0.024% non-zero entries. (2) Enron (Xu, Yan, and Qi 2012), an order-3 tensor of shape $203 \times 203 \times 200$, storing records of an email system (sender $\times$ receiver $\times$ time) with 0.01% non-zero entries. (3) DBLP (Zhe et al. 2016), an order-3 tensor of shape $10k \times 200 \times 10k$, extracted from the DBLP database, depicting relationships among author $\times$ conference $\times$ keyword with 0.001% non-zero entries. For Digg and Enron, we randomly sample an equal number of zero entries to obtain a balanced dataset. For DBLP, the same train/test split with Zhe et al. (2016) is adopted. For binary datasets, we evaluate the area under the ROC curve (AUC) and the negative log-likelihood (NLL) of estimated Bernoulli distributions. We report the mean and standard deviation of 5-fold cross-validation.

Baselines We compare with five models: (1) GCP (Hong, Kolda, and Duersch 2020), a generalized CP designed for diverse types of data distributions and loss functions using gradient-based optimization. (2) BCP (Wang and Li 2020), a binary CPD with ALS-based algorithms. (3) SBTR (Tao, Tanaka, and Zhao 2023), a scalable Bayesian tensor ring that uses PGA to handle binary data, which can be regarded as a TR version of Rai et al. (2014). (4) GPTF (Zhe et al. 2016), the GP tensor factorization that uses the Probit likelihood Eq. (2) for binary data. (5) CoSTCo (Liu et al. 2019), a non-linear TD uses convolutional neural networks for learn latent mappings. Among the baselines, (1-3) are traditional multi-linear TDs and (4-5) are non-linear ones. Note that CoSTCo was originally designed for continuous data, but can be easily fitted to binary domains (Appendix C.1).

<table>
<thead>
<tr>
<th>Digg</th>
<th>AUC↑</th>
<th>NLL↓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rank 3</td>
<td>Rank 5</td>
</tr>
<tr>
<td>GCP</td>
<td>0.564 ± 0.034</td>
<td>0.555 ± 0.026</td>
</tr>
<tr>
<td>BCP</td>
<td>0.564 ± 0.016</td>
<td>0.566 ± 0.031</td>
</tr>
<tr>
<td>SBTR</td>
<td>0.698 ± 0.028</td>
<td>0.694 ± 0.039</td>
</tr>
<tr>
<td>GPTF</td>
<td>0.629 ± 0.025</td>
<td>0.655 ± 0.028</td>
</tr>
<tr>
<td>CoSTCo</td>
<td>0.594 ± 0.033</td>
<td>0.597 ± 0.047</td>
</tr>
<tr>
<td>ENTED</td>
<td>0.720 ± 0.039</td>
<td>0.743 ± 0.039</td>
</tr>
</tbody>
</table>

| Enron | |
|-------|------|------|------|
| GCP   | 0.848 ± 0.010 | 0.852 ± 0.022 | 0.847 ± 0.028 | 3.501 ± 0.611 | 3.541 ± 0.948 | 3.608 ± 1.070 |
| BCP   | 0.664 ± 0.055 | 0.651 ± 0.060 | 0.652 ± 0.059 | 0.599 ± 0.008 | 0.590 ± 0.010 | 0.590 ± 0.008 |
| SBTR  | 0.899 ± 0.031 | 0.905 ± 0.019 | 0.896 ± 0.010 | 0.487 ± 0.039 | 0.470 ± 0.036 | 0.476 ± 0.022 |
| GPTF  | 0.921 ± 0.015 | 0.928 ± 0.019 | 0.950 ± 0.013 | 0.398 ± 0.053 | 0.366 ± 0.043 | 0.349 ± 0.038 |
| CoSTCo | 0.549 ± 0.072 | 0.602 ± 0.045 | 0.838 ± 0.114 | 0.693 ± 0.010 | 0.693 ± 0.014 | 0.485 ± 0.477 |
| ENTED | 0.926 ± 0.012 | 0.938 ± 0.004 | 0.950 ± 0.013 | 0.381 ± 0.047 | 0.359 ± 0.025 | 0.309 ± 0.063 |

| DBLP | |
|------|------|------|------|
| GCP  | 0.926 ± 0.003 | 0.941 ± 0.002 | 0.950 ± 0.002 | 0.836 ± 0.004 | 0.804 ± 0.004 | 0.775 ± 0.006 |
| SBTR | 0.897 ± 0.008 | 0.915 ± 0.004 | 0.954 ± 0.000 | 0.460 ± 0.029 | 0.440 ± 0.010 | 0.317 ± 0.005 |
| GPTF | 0.942 ± 0.003 | 0.945 ± 0.003 | 0.954 ± 0.002 | 0.384 ± 0.015 | 0.363 ± 0.013 | 0.339 ± 0.010 |
| CoSTCo | 0.892 ± 0.006 | 0.904 ± 0.006 | 0.907 ± 0.001 | 0.440 ± 0.502 | 0.403 ± 0.518 | 0.381 ± 0.513 |
| ENTED | 0.950 ± 0.003 | 0.959 ± 0.003 | 0.962 ± 0.002 | 0.286 ± 0.009 | 0.263 ± 0.010 | 0.250 ± 0.007 |

Table 1: Binary tensor completion.
The data is fully observed and we use 20% observations to estimated scalability. Our model consistently outperforms compared models, which defaults to its highly unconstrained structures, it performs poorly on these tasks. We hypothesize two reasons. For GP-based models, we mainly adopt their default settings. All stochastic methods are optimized using batch size 128. Moreover, gradient-based models are optimized using Adam with a learning rate chosen from $\{3 \times 10^{-3}, 1 \times 10^{-3}, 3 \times 10^{-4}, 1 \times 10^{-4}\}$, except GCP, whose default optimizer is L-BFGS. We test all methods with different tensor ranks ranging from $\{3, 5, 10\}$. For GP-based methods, we use 100 inducing points and RBF kernel with bandwidth 1.0, consistent with previous work (Zhe et al. 2016; Zhe and Du 2018). Note that, for ENTED, the inducing points number is 50 + 50 for $u$ and $v$, respectively. More results on the influence of inducing point numbers can be found in Section 5.3.

### Results

The completion results are shown in Table 1. For DBLP, the results of BCP are not available, due to its limited scalability. Our model consistently outperforms competing models. In particular, we observe that ENTED and our model perform much better than other baselines, which shows the effectiveness of adopting non-linear mappings. Although CoSTCo is built upon non-linear CNNs, it performs poorly on these tasks. We hypothesize two reasons. When a binary tensor is generated from low-rank signals after non-linear transforms, e.g., logistic transform, the probability is not necessarily low-rank (Lee and Wang 2021). Thus, it is more reasonable to factorize the natural parameter rather than original binary observations. Moreover, due to its highly unconstrained structures, CoSTCo easily overfits for sparse tensors. Our model further outperforms GPTF, since we adopt more efficient covariance approximation and stochastic NGs. Moreover, due to the use of NGs, our model converges much faster than GPTF. The learning processes of rank 3 are illustrated in Fig. 1.

### 5.2 Count Tensor Completion

#### Datasets

We evaluate the proposed model on three count tensors. (1) JHU (Dong, Du, and Gardner 2020), an order-4 tensor of shape $51 \times 3 \times 48 \times 8$, recording the Covid patient claims collected by JHU. The maximum count is 5182. The data is fully observed and we use 20% observations to predict the rest entries. (2) Article (Zhe and Du 2018), an order-3 tensor of shape $5 \times 1895 \times 2987$, extracted from
the DeskDrop dataset, recording user operations to articles. There are 50938 entries observed, and the maximum count is 76. (3) EMS (Zhe and Du 2018), an order-2 tensor recording the Emergency Medical Service (EMS) calls in Montgomery County, PA. The data shape is $72 \times 69$, corresponding to EMS title $\times$ township. There are 2494 observe entries and the maximum count is 545. We evaluate our model using the relative root mean square error (RMSE), mean absolute percentage error (MAPE), and negative log-likelihood (NLL). The definitions are shown in Appendix C.2.

**Baselines** We compare with six baselines. Apart from (1) GCP, we also compare with: (2) NCPD (Chi and Kolda 2012), a non-negative CP adopting Poisson likelihood. (3) BPCP (Schein et al. 2015), a Bayesian Poisson factorization with CP format. (4) VB-GCP (Soulat et al. 2021), a Bayesian version of GCP learned via variational inference. (5) GPTF (Zhe et al. 2016), a continuous GPTF using Gaussian likelihood. (6) MDTF (Fan 2022), a non-linear TD using neural networks to transform tensor factors. Similarly, (1-4) are multi-linear TDs and (5-6) are non-linear models. The settings are similar with Section 5.1. Therefore, we omit details here and present them in Appendix C.2.

**Results** The RMSE and MAPE results are shown in Table 2. Our model outperforms baselines using Gaussian, Poisson, or NB distributions. Compared with binary cases, the improvements over GPTF are much more significant in count datasets, which reveals the importance of choosing appropriate distributions. Besides, our model outperforms VB-GCP, which also employs NB distribution, especially when the rank is small. This indicates the advantage of using non-linear structures. Table 3 shows the NLL of several probabilistic baselines. With a proper choice of the distribution, our model also achieves much better distributional estimation, as opposed to GPTF with Gaussian likelihood.

### 5.3 Additional Results on Inducing Points

Additional experiments are conducted to demonstrate the efficiency of our model. In specific, different inducing point numbers are tested, since it is essential for GP approximations. Apart from GPTF, we also compare with the model presented in Section 3.1, which is an extension of GPTF using PG augmentation and NG updates, denoted as GPTF-PG. To show the influence of the inducing points, we fit the model of rank 10 on the Article dataset, varying inducing point numbers in $\{2^5, 2^6, 2^7, 2^8, 2^9, 2^{10}\}$. Similarly, in ENTED, the inducing point numbers for $u$ and $v$ are equal.

Results of RMSE and computing times are shown in Fig. 2. In particular, Fig. 2a shows that our model consistently outperforms GPTF and GPTF-PG with different numbers of inducing points. For GPTF, more inducing points lead to worse performance, maybe due to over-fitting. However, for GPTF-PG and ENTED, the performance improves as the inducing points grow, since they adopt more structured inference and NG. Fig. 2b shows the computing time of one epoch, conducted on a single NVIDIA RTX A6000 GPU. Our model is slower than GPTF and GPTF-PG when the inducing points number is small, since we need to implement the NG updates manually. Nevertheless, when the inducing points number becomes larger, our model is notably faster than GPTF and GPTF-PG. This reveals the computational advantage of our model in handling complex datasets, where a large number of inducing points may be needed.

### 6 Conclusions

An efficient nonparametric tensor decomposition for binary and count data is presented. By replacing traditional multi-linear products with non-linear Gaussian processes (GP), the model can capture more complex relations among different tensor modes. By using the Polya-Gamma augmentation, a conjugate model and natural gradient updates can be derived analytically. Moreover, we derived the sparse orthogonal variational inference framework to enable faster and more flexible covariance matrix approximation. Experiments are conducted on binary and count tensor completion tasks, to show the superior performance and computational benefits of our model. In the future, it is of interest to extend our model in streaming data and continual learning settings.

---

**Table 2** NLL results of count tensor completion experiments. The NLL of GCP for the JHU dataset goes to infinity.

<table>
<thead>
<tr>
<th>JHU</th>
<th>Rank 3</th>
<th>Rank 5</th>
<th>Rank 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCP</td>
<td>INF</td>
<td>INF</td>
<td>INF</td>
</tr>
<tr>
<td>VB-GCP</td>
<td>62.1 ± 0.5</td>
<td>64.7 ± 0.6</td>
<td>69.0 ± 0.5</td>
</tr>
<tr>
<td>GPTF</td>
<td>237 ± 40</td>
<td>216 ± 21</td>
<td>185 ± 25</td>
</tr>
<tr>
<td>ENTED</td>
<td>3.78 ± 0.01</td>
<td>3.74 ± 0.04</td>
<td>3.67 ± 0.07</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Article</th>
<th>Rank 3</th>
<th>Rank 5</th>
<th>Rank 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCP</td>
<td>7.17 ± 0.17</td>
<td>7.10 ± 0.11</td>
<td>7.16 ± 0.17</td>
</tr>
<tr>
<td>VB-GCP</td>
<td>1.63 ± 0.01</td>
<td>1.63 ± 0.01</td>
<td>1.63 ± 0.01</td>
</tr>
<tr>
<td>GPTF</td>
<td>1.71 ± 0.15</td>
<td>1.65 ± 0.12</td>
<td>1.70 ± 0.11</td>
</tr>
<tr>
<td>ENTED</td>
<td>1.35 ± 0.01</td>
<td>1.35 ± 0.01</td>
<td>1.35 ± 0.01</td>
</tr>
</tbody>
</table>

**Table 3** NLL results of count tensor completion experiments. The NLL of GCP for the JHU dataset goes to infinity.

**Figure 2** Results on different numbers of inducing points. The x-axes denote the number of inducing points. In subfigure (a), the y-axis is the RMSE and in subfigure (b), the y-axis is the computing time (in seconds) for each epoch.
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