
Diffusion Language-Shapelets for Semi-supervised Time-Series Classification

Zhen Liu1, Wenbin Pei2,3, Disen Lan1, Qianli Ma1*

1School of Computer Science and Engineering, South China University of Technology, Guangzhou, China
2School of Computer Science and Technology, Dalian University of Technology, Dalian, China

3Key Laboratory of Social Computing and Cognitive Intelligence (Dalian University of Technology), Ministry of Education
cszhenliu@mail.scut.edu.cn, peiwenbin@dlut.edu.cn, 202130480657@mail.scut.edu.cn, qianlima@scut.edu.cn

Abstract

Semi-supervised time-series classification could effectively
alleviate the issue of lacking labeled data. However, exist-
ing approaches usually ignore model interpretability, making
it difficult for humans to understand the principles behind the
predictions of a model. Shapelets are a set of discriminative
subsequences that show high interpretability in time series
classification tasks. Shapelet learning-based methods have
demonstrated promising classification performance. Unfortu-
nately, without enough labeled data, the shapelets learned by
existing methods are often poorly discriminative, and even
dissimilar to any subsequence of the original time series.
To address this issue, we propose the Diffusion Language-
Shapelets model (DiffShape) for semi-supervised time series
classification. In DiffShape, a self-supervised diffusion learn-
ing mechanism is designed, which uses real subsequences
as a condition. This helps to increase the similarity between
the learned shapelets and real subsequences by using a large
amount of unlabeled data. Furthermore, we introduce a con-
trastive language-shapelets learning strategy that improves
the discriminability of the learned shapelets by incorporating
the natural language descriptions of the time series. Experi-
ments have been conducted on the UCR time series archive,
and the results reveal that the proposed DiffShape method
achieves state-of-the-art performance and exhibits superior
interpretability over baselines.

Introduction
Time series is a set of data points listed in chronological or-
der, which is usually used to describe time-dependent phe-
nomena, e.g., electrocardiograms (Maweu et al. 2021), elec-
tricity consumption (Cheng et al. 2020), and human activi-
ties (Chen et al. 2021). Recently, deep learning has been suc-
cessfully applied to time series classification (TSC), mainly
due to its powerful feature learning capability. In general,
training deep models requires a large amount of labeled data.
However, it is usually time-consuming and laborious to la-
bel time series data in many real-world applications. Semi-
supervised classification (SSC) (Yang et al. 2022) allows us-
ing labeled and unlabeled data simultaneously for training,
which could alleviate the issue of lacking labeled data.

*Qianli Ma is the corresponding author.
Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

SSC-based time series methods mainly apply consis-
tency regularization and pseudo-labeling techniques. The
former (Fan et al. 2021; Wei et al. 2023) uses sampled
subsequences to design time series prediction loss and re-
lation prediction loss, for learning temporal dependencies
of labeled and unlabeled instances. The latter (Lee et al.
2013; Liu et al. 2023b) utilizes a model that predicts la-
bels (pseudo-labels in reality) on unlabeled data for training.
Although the aforementioned methods improve the classifi-
cation performance of an SSC model, they ignore the inter-
pretability of the model. As a result, it is difficult for humans
to understand the predictions.

Shapelets are a set of discriminant subsequences (also
called shapes) of time series (Ye and Keogh 2009), each
of which is expected to represent a class optimally. There-
fore, the use of shapelets can assist practitioners to well un-
derstand the meaning of time series, and expand the appli-
cations of TSC methods to some applications that are ex-
pected to have good model interpretability, e.g., medical di-
agnosis (Lin et al. 2019) and industrial safety (Yuan et al.
2020). However, existing shapelets learning-based meth-
ods (Grabocka et al. 2014; Li et al. 2021) usually rely on
a large amount of labeled data. Unfortunately, in these ap-
plications, it is hard or expensive to label enough data for
training. Without enough labeled data, the shapelets learned
by the existing methods are often poorly discriminative, and
even dissimilar to any subsequences of the time series.

Recently, diffusion models have achieved remarkable per-
formance in time series prediction (Rasul et al. 2021) and
imputation (Tashiro et al. 2021) tasks due to their effective-
ness in generating samples. For instance, Shen and Kwok
(2023) use the distribution of past observations to drive the
diffusion model to generate moment values in the future.
Shapelets learning aims to obtain partially discriminative
subsequences based on the distribution of all subsequences
of a time series, which inspires us to consider using the dis-
tribution of subsequences as a condition and then employing
diffusion models to generate shapelets. However, in SSC,
only a small number of subsequences contain class infor-
mation. Thus, it is still a tough challenge to investigate how
diffusion models can be used to generate shapelets that are
conducive to enhancing classification performance.

In real life, humans can often rapidly identify instances
belonging to the same class using just a small number of
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(even a few) labeled instances, along with their correspond-
ing natural language descriptions. It is noteworthy that time
series data has complex dynamic changes over time, often
making it difficult to identify their class only through human
intuition. Concurrently, Radford et al. (2021) employ image-
text pairs for pre-training, showcasing the enhancement of
image task performance through textual information. Recent
studies have affirmed the effectiveness of leveraging text la-
bels (Zhang et al. 2023) and large language models (Gru-
ver et al. 2023; Jin et al. 2023) in the context of time series
modeling. This naturally encourages us to take advantage
of natural language descriptions to assist shapelet learning,
thereby boosting classification accuracy and understanding.

In this paper, we propose the Diffusion Language-
Shapelets model (DiffShape) for semi-supervised time se-
ries classification. Unlike most existing time series SSC
methods, DiffShape automatically generates shapelets for
each time series, improving the interpretability. Specifically,
DiffShape incorporates two mechanisms. The first is the
self-supervised learning mechanism based on the real sub-
sequences as the diffusion condition, increasing the similar-
ity between the generated shapelets and the original subse-
quences. The second is the contrastive language-shapelets
learning mechanism, aimed at improving the discriminabil-
ity of generated shapelets. By combining these mechanisms,
DiffShape effectively leverages the text description of the
time series and classification information of a classifier dur-
ing training, making the generated shapelets more effective
in enhancing classification performance.

The major contributions are summarized as follows:
• We propose the shapelet-based diffusion learning mech-

anism for semi-supervised time series classification. In
particular, we employ the real subsequences of a large
number of unlabeled instances as conditions in the diffu-
sion process for self-supervised learning.

• We introduce the contrastive language-shapelets learn-
ing mechanism to alleviate the issue of lacking labeled
data. By utilizing natural language descriptions gener-
ated from labels and pseudo-labels of time series, the dis-
criminability of the generated shapelets is improved by
aligning the distance between the transformed shapelet
embeddings and their corresponding text embeddings.

• Extensive experiments on the UCR time series archive
have been conducted, and the results show that the pro-
posed DiffShape method outperforms existing time se-
ries SSC methods in terms of both classification perfor-
mance and interoperability.

Related Work
Time-series semi-supervised classification. Time series
SSC has been studied for many years (Wei and Keogh 2006;
Wang et al. 2019). Existing methods based on deep learn-
ing for time series SSC mainly use temporal dependen-
cies and time-frequency information for learning. Regard-
ing temporal dependencies, MTL (Jawed, Grabocka, and
Schmidt-Thieme 2020) utilizes the sampled subsequence to
predict the value of the adjacent next subsequence. Differ-
ently, SemiTime (Fan et al. 2021) and SSTSC (Xi et al.

2022) introduce unsupervised temporal relation prediction
losses. Regarding time-frequency information, MTFC (Wei
et al. 2023) and TS-TFC (Liu et al. 2023b) incorporate time-
and frequency-domain features of time series to enable the
model to learn the class distribution more effectively. Un-
like the aforementioned methods, we use shapelets for time
series SSC to improve the interpretability of the model.

Time-series shapelets. Shapelet-based TSC algorithms
can be broadly classified into discovery-based and learning-
based approaches. The former (Lines et al. 2012; Ji et al.
2019; Li et al. 2020, 2022) typically search for shapelets
across all the subsequences within a time series dataset,
which is extremely time-consuming. The latter (Grabocka
et al. 2014; Ma et al. 2020; Li et al. 2021; Yamaguchi, Ueno,
and Kashima 2022) learn shapelets with the help of many la-
beled time series, which effectively reduces the time to ob-
tain shapelets. However, when labeled data is insufficient,
existing learning-based methods rarely consider the use of
unlabeled data to improve shapelet quality.

Background
Problem formulation. Suppose a time series data set D,
which can be divided into a labeled set DL = {x|x =
(xL

i , y
L
i )} and an unlabeled set DU = {x|x = (xU

i )}.
Here, x = {cn}Nn=0 represents a time series, where N is
the sequence length and cn ∈ R is a real value. Addition-
ally, yLi corresponds to the target label of the sample xL

i .
It’s worth noting that the number of time series samples in
DL is smaller compared to DU . As such, we can use DL

and DU for time series semi-supervised classification. Sim-
ilar to existing SSC methods (Yang et al. 2022), we employ
the cross-entropy Lcls for training the model using DL. In
time series SSC, the critical issue is to use DU to improve
the classification performance of the model.

Diffusion models. There is a forward and a reverse dif-
fusion process in diffusion models (Ho, Jain, and Abbeel
2020; Salimans and Ho 2022; Schneider, Jin, and Schölkopf
2023). The classical forward diffusion process gradually
adds Gaussian noise to the original sample x0 until it be-
comes a completely random Gaussian distribution xt. In
practice, the noise addition follows a Markovian process, de-
fined as follows:

q (xt | xt−1) = N (xt;
√
αtxt−1, (1− αt)I) , (1)

where αt denotes the noise level added at step t. The above
process can be shown:

q (xt | x0) =
∫
q (x1:t | x0) dx1:t−1

∼ N (
√
ᾱtx0, (1− ᾱt) I), (2)

where ᾱt :=
∏t

i=1 αi. As a result, any xt =
√
ᾱtx0 +

(1− ᾱt) ϵt, where ϵ ∼ N (0, I) denotes injected noise. The
reverse process involves a learnable neural network g(·) to
denoise xt for recovering x0, which can be defined as:

p (x0:T ) = p (xT )
1∏

t=T

p (xt−1 | xt) , (3)

where p (xT ) ∼ N (0, I) is a standard normal distribution.
p (xt−1 | xt) means that xt−1 is obtained by removing the
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Figure 1: An illustration of the proposed diffusion language-shapelets model. Both learned shapelets S0 and real subsequences
Sr comprise k shapes, and all of these shapes participate in the diffusion step. To simplify, we depict the learning process for
one shape. During training, the classifier’s predicted labels serve as pseudo-labels for the unlabeled time series.

estimated Gaussian noise from xt using g(·). Therefore, the
learning objective of the diffusion model can be defined as:

Lϵ = Eq(xt|x0)

[
∥ϵt − g (xt, t)∥22

]
, (4)

where ϵt denotes the noise to obtain xt from x0 in Eq. (2).

The Proposed Method
The Model Overview
The illustration of DiffShape is shown in Figure 1. Diff-
Shape incorporates two mechanisms: (i) self-supervised dif-
fusion learning; (ii) contrastive language-shapelets learning.
As for the former, we initially slice all labeled and unla-
beled time series with a fixed sliding window to extract real
subsequences. These real subsequences are fed into a con-
volutional layer to obtain the learned shapelets (denoted as
S0). Afterwards, the similarity between S0 and all real sub-
sequences of each time series is calculated to search for a
set of the most similar real subsequences, denoted as Sr.
Finally, S0 and Sr are fed into a 1-D U-Net (Ronneberger,
Fischer, and Brox 2015) network as g(·) for self-supervised
learning. It’s worth noting that DiffShape uses Sr as a diffu-
sion condition to guide the model to generate shapelets Ŝ0.

In contrastive language-shapelet learning, natural lan-
guage descriptions are initially generated for time series us-
ing labels from labeled samples in DL and pseudo-labels
from unlabeled samples in DU . Subsequently, a frozen pre-
trained language encoder (Raffel et al. 2020) transforms the
generated text descriptions into embeddings r̂l. Meanwhile,

a shapelet transformation encoder is employed to convert
S0 and Ŝ0 into embeddings rs. Finally, contrastive learn-
ing (Chen et al. 2020) is used to minimize the distance be-
tween rs and r̂l, and rs is fed to the classifier for training.

Diffusion for Shapelet Generation
To improve the interpretability of the generated shapelets in
the absence of labeled data, we design a self-supervised dif-
fusion learning mechanism based on the most similar real
subsequences of each time series.

Search for similar real subsequences. We use a slid-
ing window of length L to slice the time series samples
in D to obtain all possible subsequences. Specifically, j
is used as the starting point to obtain the subsequence
x(i,j+L−1) of sample xi, which contains the time range
(Nj , ..., N(j+L−1)). For each time series x in D, we can ob-
tain J subsequences, where J = N −L+ 1. Thus, the time
series x can be denoted as s ∈ RL×J . We input s into a con-
volutional layer to derive k shapelets sk0 for classification.
Furthermore, we utilize sk0 of each time series and all the
real subsequence x(i,j+L−1) in s to calculate their similar-
ity, which is formulated as follows:

Mi,j = max
j=1,...,J

sim(x(i,j+L−1), s
i
0), (5)

where i ∈ [1, k], sim(·) denotes the cosine similarity cal-
culation function, and a larger value implies a greater sim-
ilarity. We extract the top k values from Mi,j to form the
real subsequences skr . This search process, performed within
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each minibatch B using GPUs, has a time complexity of
O(kL(1−η)B). Hence, obtaining skr is not time-consuming.

Shapelet diffusion. DiffShape utilizes S0 = {sk0 |sk0 =
(sk0,i)} from labeled and unlabeled time series as the input
data for diffusion learning. In DiffShape’s forward process,
Eq. (2) is used to inject random Gaussian noise into sk0 to ob-
tain skt . In the inverse process, Eq. (3) conducts generation
training in an unconditional case, which does not guarantee
the similarity of sk0 to the real subsequences of the time se-
ries. To this end, the real subsequence skr is leveraged as a
condition for self-supervised learning, which is as follows:

p
(
sk0:T | skr

)
= p

(
skT

) 1∏
t=T

p
(
skt−1 | skt , skr

)
, (6)

By Eq. (6), we add random noise ϵ and conditional infor-
mation pθ

(
skr
)

( pθ denotes g(·)) to the shapelets sk0 during
the reverse process. In this way, we let pθ

(
sk0 |skr

)
exploit the

distribution of real subsequences from many unlabeled time
series for the shapelet generation training. During sampling,
the real subsequences skr are utilized as conditions to guide
g(·) to generate new shapelets ŝk0 . To better utilize g(·) for
sampling to obtain ŝk0 , we introduce a reweighted training
strategy based on Eq. (4) for noise estimation:

Ldiff = Eq(skt |sk0)

[∥∥vσt
− g

(
skσt

, σt, s
k
r

)∥∥2
2

]
, (7)

where vσt = ασtϵ−βσts
k
0 , β2

σt
= 1−α2

σt
, ασt = cos

(
π
2σt

)
,

and σt ∈ [0, 1]. Based on Eq. (7), we incorporate the de-
noising diffusion implicit model sampler (Song, Meng, and
Ermon 2020) for sampling, which achieves a good trade-off
between the sampling quality and the number of sampling
steps T . The specific sampling process is as follows:

ŝk0 = ασt
skσt

− βσt
g
(
skσt

, σt, s
k
r

)
, (8)

ŝkσt−1
= ασt−1

ŝk0 + βσt−1

(
βσt

skσt
+ ασt

g
(
skσt

, σt, s
k
r

))
, (9)

where skσt
∼ N (0, I) at the first iteration. During each itera-

tion, we utilize ŝkσt−1
as skσt

in Eq. (8) until t = 0. Note that
the skr of the labeled time series is solely used as the con-
dition to generate ŝk0 , and let Ŝ0 = {ŝk0 |ŝk0 = (ŝk0,i)}. This
strategy provides two primary advantages. First, it reduces
the runtime in the sampling process due to the number of
labeled samples being small. Simultaneously, it employs the
gradient information from the classifier to guide the training
of shapelet generation. Second, it helps to reduce the classi-
fication errors caused by the generated shapelets ŝk0 because
a large number of unlabeled samples lack labels.

Contrastive Language-Shapelets Learning
This subsection discusses how a contrastive language-
shapelet learning mechanism enhances the discriminative
power of the generated shapelets.

Natural language construction. The label information of
the time series is utilized to create the natural language de-
scription of each sample. Concretely, we initially formulate
a text template, also referred to as a named hard prompt (Liu

et al. 2023a; Khattak et al. 2023). For example, we can use
“This time series is .” as a hard prompt. Then, we impute
the blanks “ ” in the prompt based on the keyword infor-
mation associated with the classes of the time series dataset.
As shown in Figure 1, we construct a natural language de-
scription of the SonyAIBORobotSurface1 UCR (Dau et al.
2019) time series dataset. Based on the information provided
by the dataset provider (Vail and Veloso 2004), the SonyAI-
BORobotSurface1 dataset contains two classes: walking on
carpet and cement. Therefore, natural language descriptions
are constructed using the labels of labeled data and pseudo-
labels of unlabeled data. To reduce the classification errors
caused by incorrect labels in the pseudo-labels, we choose
the predicted soft labels with high confidence of the classi-
fier (Lee et al. 2013; Zhang et al. 2021) as pseudo-labels.

Language-shapelets training. In recent years, contrastive
learning (Chen et al. 2020) has performed excellently in time
series representation learning (Ma et al. 2023). Specifically,
contrastive learning trains a model by decreasing the dis-
tance between pairs of positive samples and increasing the
distance between pairs of positive and negative samples. In
this study, we utilize the labels of time series to construct
language-shapelets pairs for contrastive learning, so as to
improve the discriminability of the generated shapelets by
exploiting the rich semantics of natural language descrip-
tions about time series. To achieve this, a shapelet transfor-
mation encoder is employed to transform the shapelets sk0
and ŝk0 into embeddings rs. Meanwhile, a frozen pre-trained
T5 language encoder (Raffel et al. 2020) converts the natural
language descriptions into embeddings rl. In particular, we
use a projection head h(·) consisting of a two-layer nonlin-
ear network that enables the dimension of rl to be consistent
with rs, denoted as r̂l = h(rt). Thus, the training objective
for contrastive language-shapelets learning is defined as:
Llan = −1

B

∑B
i=1

∑B
j=1 1yij=1 log

exp (sim (rs,i,r̂l,j )/τ )∑B
c=1 1yic ̸=1 exp(sim (rs,i,r̂l,c)/τ )

, (10)

where B denotes the number of samples, and τ is a tempera-
ture parameter that controls the contrastive learning process.
1yij=1 means that the value is 1 when rs,i and r̂l,j belong to
the same class; Otherwise, the value is 0.

The Overall Training Process
As shown in Figure 1, DiffShape utilizes rs and r̂l for con-
trastive language-shapelets learning using Eq. (10). On the
other hand, rs is fed into a classifier using Lcls for classifica-
tion training. For pseudo-labeled samples, the pseudo-label
is used as the ground truth label for training. Practically, the
classifier consists of one layer of a linear neural network.
Thus, the overall training objective is as follows:

Ltotal = Lcls + µdiff Ldiff + µlan Llan , (11)
where the values of µdiff and µlan are in the range of
[0,1], which are hyperparameters used to adjust the train-
ing loss ratio. To increase the diversity of shapelets through-
out the model training process, we incorporate a lreg =∑k

i̸=j exp
(
sim

(
si0, s

j
0

))
as a regularization term to Ltotal,

so as to increase the difference between different shapelets.
In addition, the pseudo-code for DiffShape is presented in
Algorithm 1 within the Appendix.
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Labeling Ratio 10% 20% 40%
Method Avg. Rank Win P-value Avg. Rank Win P-value Avg. Rank Win P-value

Supervised∗ (Cross entropy) 5.80 4 2.72E-06 5.54 3 3.52E-06 5.50 7 3.01E-05
Pseudo-Label∗ (Lee et al. 2013) 5.14 4 1.38E-05 4.93 6 1.23E-05 5.22 7 1.26E-05

TE∗ (Laine and Aila 2016) 4.92 5 4.14E-05 5.04 6 3.68E-05 5.21 6 3.18E-05
LPDeepSSL∗ (Iscen et al. 2019) 6.15 4 4.26E-07 6.92 3 2.57E-08 6.32 5 7.130E-06

MTL∗ (Jawed et al. 2020) 8.57 1 8.46E-18 8.62 3 3.10E-17 8.71 4 2.36E-16
TS-TCC∗ (Eldele et al. 2021) 10.50 0 7.41E-26 10.36 0 3.56E-24 10.29 0 3.95E-24
SemiTime∗ (Fan et al. 2021) 5.00 8 4.77E-05 4.46 10 4.82E-05 4.37 11 3.69E-04

SSSTC (Xi et al. 2022) 3.92 19 1.65E-04 3.98 17 2.06E-05 3.73 18 6.39E-04
MTFC (Wei et al. 2023) 8.91 3 4.24E-21 9.01 2 1.19E-21 9.26 2 1.25E-19

TS-TFC∗ (Liu et al. 2023b) 3.24 25 1.51E-02 3.00 27 2.05E-02 2.88 28 3.85E-02
DiffShape (Ours) 2.92 51 - 2.86 58 - 2.62 64 -

Table 1: Test classification accuracy comparisons on 106 UCR time series datasets. ∗ denotes that the test classification ac-
curacies of the baseline are collected from TS-TFC (Liu et al. 2023b). Win denotes the number of datasets in which the
corresponding baseline achieved the best test accuracy. The best is in bold.

Experiments
Datasets. We used the UCR time series archive (Dau et al.
2019) to evaluate the proposed method. Similar to prior
time series SSC work (Liu et al. 2023b), we selected 106
UCR time series datasets for our experiments. Following the
suggestion given by Dau et al. (2019); Liu et al. (2023b),
we adopted a five-fold cross-validation method, where the
training-validation-test set ratio is set to 60%-20%-20% for
each dataset. We also randomly selected 10%, 20%, and
40% of the samples in the training set as labeled data, and
used the rest as unlabeled data. Additional details regarding
the 106 UCR datasets are available in Appendix A.
Baselines. DiffShape is compared with 10 SSC meth-
ods, including Supervised, Pseudo-Label (Lee et al.
2013), Temporal Ensembling (TE) (Laine and Aila 2016),
LPDeepSSL (Iscen et al. 2019), MTL (Jawed, Grabocka,
and Schmidt-Thieme 2020), TS-TCC (Eldele et al. 2021),
SemiTime (Fan et al. 2021), SSSTC (Xi et al. 2022),
MTFC (Wei et al. 2023), TS-TFC (Liu et al. 2023b). Super-
vised methods only use labeled data for classification train-
ing via cross-entropy. Additionally, we select 4 shapelet-
based TSC methods for time series SSC analysis, including
Shapelet Transform (ST) (Lines et al. 2012), Learning Time-
series Shapelets (LTS) (Grabocka et al. 2014), Fast Shapelet
Selection (FSS) (Ji et al. 2019), and Adversarial Dynamic
Shapelet Networks (ADSN) (Ma et al. 2020). For more de-
tails about baselines, please refer to Appendix B.
Parameter settings. The maximum epoch, the learning
rate and the batch size are set to 1000, 1e-3 and 128, re-
spectively. We set µdiff to 0.01, µlan to 0.001, sampling
steps T to 10, and τ in Eq. (10) to 50. Like Liu et al.
(2023b), we also use labeled data for warm-up training in
the first 300 epochs. Semi-supervised classification aims to
enhance the performance of the same architectural model (or
encoder) by using unlabeled data (Oliver et al. 2018). Ac-
cordingly, the FCN model (Wang, Yan, and Oates 2017) is
used as an encoder to obtain shapelet transformation embed-
dings, and the baselines use the same encoder for fair com-
parisons. The number of shapelets is k ∈ {2, 5, 10}. The
length of the shapelet is set to be the η ratio of the time se-

Method Avg. Rank Win P-value
ST (Lines et al. 2012) 2.92 0 1.60E-03

LTS (Grabocka et al. 2014) 3.50 0 3.78E-04
FSS (Ji et al. 2019) 3.92 0 2.86E-05

ADSN (Ma et al. 2020) 3.58 0 1.44E-03
DiffShape (Ours) 1.00 12 -

Table 2: Test classification accuracy comparisons on 12
UCR time series datasets with a 10% labeling ratio.

ries length, where η ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8}.
Like Grabocka et al. (2014), we use a cross-validation grid
search method to select k and η. All experiments are con-
ducted with five random seeds, and the averaged test ac-
curacies are reported. We run experiments using PyTorch
1.10 on two NVIDIA GeForce RTX 3090 GPUs. The im-
plementation of DiffShape, along with the supplementary
materials provided in the Appendix, can be accessed at
https://github.com/qianlima-lab/DiffShape.

Main Results
As shown in Table 1, it is found that DiffShape achieves the
best classification performance under different labeling ra-
tios on the 106 UCR time series datasets. Among the base-
line methods, both MTL and MTFC employ unsupervised
time prediction loss for learning unlabeled data, yet fail to
enhance the model’s classification performance. SemiTime
and SSSTC utilize temporal prediction loss as a consistency
regularization strategy, proving effective in the context of
time series SSC. Compared with the supervised method,
Pseudo-Label and TS-TFC use pseudo-labeling techniques
that can effectively alleviate the problem of lacking la-
beled data. In addition, we apply the Wilcoxon signed rank
test (Demšar 2006) to assess the significance of test classi-
fication accuracies. The results reveal that DiffShape’s clas-
sification performance is significantly superior (P-value <
0.05) to that of all the considered baselines. For additional
insights, a critical difference diagram and the detailed results
of Table 1 are provided in Appendix C.
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(c) ADSN (45.1%)(b) LTS (53.6%) (d) DiffShape (72.3%)(a) A ground truth shapelet
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Figure 2: The visualization of shapelet on the ArrayHead dataset with a 10% labeling ratio. The test accuracy is in parentheses.
(a) represents a ground truth shapelet of Clovis arrowhead class. The position of shapelet learned by (b) LTS and (c) ADSN is
away from the ground truth in (a), while the position of shapelet obtained by (d) DiffShape is closer to the ground truth in (a).

2 labels 5 labels 10 labels
Method Avg. Rank Win P-value Avg. Rank Win P-value Avg. Rank Win P-value

Supervised (Cross entropy) 4.25 0 5.28E-03 4.50 0 3.07E-03 4.58 0 3.95E-05
LTS (Grabocka et al. 2014) 7.67 0 8.07E-07 7.83 0 1.37E-07 7.83 0 1.28E-07

ADSN (Ma et al. 2020) 7.08 0 6.81E-05 7.00 0 1.44E-05 7.08 0 5.09E-06
SemiTime (Fan et al. 2021) 3.50 0 2.14E-02 3.25 0 3.96E-02 3.17 1 1.94E-02

SSSTC (Xi et al. 2022) 2.92 0 2.18E-04 5.83 0 8.12E-04 5.33 1 2.51E-03
MTFC (Wei et al. 2023) 5.92 0 2.08E-02 3.00 0 1.97E-02 2.83 2 3.93E-02

TS-TFC (Liu et al. 2023b) 3.08 3 8.01E-03 2.58 3 3.38E-02 2.75 3 3.56E-02
DiffShape (Ours) 1.42 10 - 1.67 9 - 1.75 8 -

Table 3: Test classification accuracy on 12 UCR time series datasets with few labels per class without using unlabeled data.

Comparisons with Shapelet-based TSC Methods
To analyze the performance of shapelets obtained by Diff-
Shape on classification, we perform a comparative exper-
imental analysis using shapelet-based TSC methods com-
bined with the pseudo-labeling technique in DiffShape
for SSC. Specifically, LTS (Grabocka et al. 2014) and
ADSN (Ma et al. 2020) disclose shapelet learning hyperpa-
rameters for 28 and 18 UCR datasets, respectively. To reduce
the negative impact of UCR datasets with small sample sizes
on the classification stability, we selected 12 UCR datasets
shared by both LTS and ADSN for experimental analysis.
Table 2 shows the statistical classification results on the 12
UCR time series datasets with a 10% labeling ratio. The de-
tailed results of Table 2 and the results with labeling ratios of
20% and 40% are provided in Appendix D. Compared to ST,
LTS, FSS and ADSN, it is found that the shapelets obtained
by DiffShape are more favorable for time series SSC.

Results on a Few Labeled Time Series
To verify the efficacy of DiffShape in mitigating the is-
sue of lacking labeled samples, we perform classification
analyses on time series datasets with only a few labels per
class without using unlabeled data. Specifically, we select
Supervised, LTS (Grabocka et al. 2014), ADSN (Ma et al.
2020), SemiTime (Fan et al. 2021), SSSTC (Xi et al. 2022),
MTFC (Wei et al. 2023) and TS-TFC (Liu et al. 2023b) as
baselines. Similar to the previous section, we employ the 12
UCR time series datasets with only 2, 5, and 10 labeled sam-
ples per class for analyses. As shown in Table 3, we find that
the Avg. Rank and Win metrics achieved by DiffShape are
better than those of 5 and 10 labeled samples when only 2
labeled samples are available, and both of them are better
than those of baselines. The above results demonstrate that
DiffShape can alleviate the lack of labeled time series data.
For detailed results of Table 3, please refer to Appendix E.

Ablation Analysis
To assess the individual effectiveness of each module within
DiffShape, we choose the 12 UCR time series with a 10% la-
beling ratio like Table 3 for the experiments. The statistical
ablation results are reported in Table 4. For detailed results,
please refer to Appendix F. Specifically, (1) w/o Diff: we
remove the self-supervised diffusion learning mechanism
from DiffShape; (2) real subsequence: For Ŝ0 generated by
DiffShape, we use the most similar real subsequence to re-
place Ŝ0 for training; (3) random shape: we use a randomly
selected subsequence (or shape) from the real subsequence
of each time series as a condition for self-supervised diffu-
sion learning; (4) w/o Language: we remove the contrastive
language-shapelets learning mechanism from DiffShape; (5)
w/o Diff & Language: we remove the self-supervised dif-
fusion learning and contrastive language-shapelets learning
mechanisms from DiffShape.

As shown in Table 4, both the self-supervised diffusion
learning mechanism and the contrastive Language-Shapelets
learning mechanism are able to effectively improve the clas-
sification performance of DiffShape. In particular, real sub-
sequence and random shape results show that the self-
supervised diffusion mechanism could utilize the distribu-
tion of a large number of unlabeled samples to enable the
generated Ŝ0 to be more conducive for improving classifi-
cation performance, thus alleviating the issue of lacking la-
beled time series samples. In addition, a runtime analysis of
DiffShape is presented in Appendix G.

Visualization Analysis
In this subsection, we analyze the interpretability of
shapelets generated by DiffShape. The ArrowHead dataset
in the UCR archive aims to classify the shapes of the pro-
jectile points of a notch in an arrow, which contains three
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(b) DiffShape (w/o Diff)

(c) DiffShape (w/o Language)
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Figure 3: One sample from the SonyAIBORobotSurface1
dataset with a 10% labeling ratio and the obtained shapelet
with the smallest distance between the real shape.

Method Avg. Rank Win P-value
DiffShape 1.00 12 -
w/o Diff 3.08 1 3.35E-02

real subsequence 2.83 1 4.39E-02
random shape 3.17 1 4.14E-02
w/o Language 3.67 1 3.04E-02

w/o Diff & Language 5.17 0 1.22E-02

Table 4: Ablation study results of DiffShape on 12 UCR time
series datasets with a 10% labeling ratio.

types of arrow heads, i.e., Avonlea, Clovis, and Mix. Ye
and Keogh (2009) demonstrated that the shape of Clovis at
the [100,150] segment can be indicative of the Clovis class
(see Figure 2 (a)). We select LTS (Grabocka et al. 2014),
ADSN (Ma et al. 2020), and DiffShape for SSC on the Ar-
rowHead dataset. We then visualize the learned best shapelet
for a Clovis arrowhead sample from the test set in Figure 2.
Compared to LTS and ADSN, it is found that DiffShape
generates a more discriminative shape, contributing to better
classification performance as well as interpretability.

We also choose the SonyAIBORobotSurface1 dataset to
investigate the role of different components of DiffShape
in the shapelet generation. The SonyAIBORobotSurface1
dataset involves two distinct actions: walking on cement and
carpet. Notably, Mueen, Keogh, and Young (2011) indicate
that subsequences within the interval of [2,23] are identified
as the most discriminatory shapelet (see Figure 3 (a)). Fig-
ure 3 (b) and (d) show that w/o Diff in DiffShape could re-
sult in the obtained shapelet differing significantly from the
original subsequence. Comparing Figure 3 (c) and (d), w/o
Language in DiffShape could lead to the difference between
the obtained shapelet and the best ground truth shapelet po-

(a) Raw test set (b) SemiTime (86.6%)

(c) TS-TFC (87.7%) (d) DiffShape (99.3%)

Figure 4: The t-SNE visualization on the TwoPatterns
dataset with a 10% labeling ratio. The test accuracy is in
parentheses.

sition. The ablation results of w/o Language in Table 4
show that contrastive language-shapelets learning improves
the classification performance of shapelets. In other words,
w/o Language in DiffiShape causes the generated shapelets
to deviate from the position of the best ground truth shapelet.
Please refer to Figure 2 in the Appendix for comparing Diff-
Shape with the shapelet learned by LTS and ADSN on the
SonyAIBORobotSurface1 dataset.

In addition, we employ the t-SNE (Van der Maaten and
Hinton 2008) technique to analyze the embeddings learned
by SemiTime, TS-TFC, and DiffShape. As shown in Fig-
ure 4 (a), the original time series test set of TwoPatterns ex-
hibits mixed sample classes. While the embeddings learned
by SemiTime and TF-TFC distinguish class 0 (blue dots)
and class 3 (red dots), they struggle to differentiate class
1 (orange dots) and class 2 (green dots). In contrast, Fig-
ure 4 (d) demonstrates that DiffShape can clearly distin-
guish the four classes of TwoPatterns, highlighting the more
discriminative nature of shapelets obtained through Diff-
Shape. To further validate the effectiveness of DiffShape,
we present the t-SNE visualization for the UWaveGesture-
LibraryAll time series dataset in Figure 3 of the Appendix.

Conclusion
In this paper, we propose a diffusion Language-Shapelets
model for semi-supervised classification of time series. In
particular, a self-supervised diffusion learning mechanism is
designed to induce the generated shapelets to become more
similar to the real subsequences. We further introduce a con-
trastive language-shaplets learning mechanism to encourage
the generated shapelets to be more discriminative. Extensive
experiments on the UCR time series archive proved that the
proposed DiffShape method has advanced classification per-
formance and good interpretability. In the future, we aim to
explore multivariate time series shapelet models for SSC.
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