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Abstract

We propose a novel class incremental learning approach,
which incorporates a feature augmentation technique moti-
vated by adversarial attacks. We employ a classifier learned in
the past to complement training examples of previous tasks.
The proposed approach has an unique perspective to utilize
the previous knowledge in class incremental learning since
it augments features of arbitrary target classes using exam-
ples in other classes via adversarial attacks on a previously
learned classifier. By allowing the Cross-Class Feature Aug-
mentations (CCFA), each class in the old tasks conveniently
populates samples in the feature space, which alleviates the
collapse of the decision boundaries caused by sample defi-
ciency for the previous tasks, especially when the number of
stored exemplars is small. This idea can be easily incorpo-
rated into existing class incremental learning algorithms with-
out any architecture modification. Extensive experiments on
the standard benchmarks show that our method consistently
outperforms existing class incremental learning methods by
significant margins in various scenarios, especially under an
environment with an extremely limited memory budget.

Introduction

Recent deep learning techniques have shown remarkable
progress in various computer vision tasks including image
classification (He et al. 2016; Hu, Shen, and Sun 2018), ob-
ject detection (Liu et al. 2016; Redmon et al. 2016; Zhu et al.
2021c), semantic segmentation (Chen et al. 2017; Long,
Shelhamer, and Darrell 2015; Noh, Hong, and Han 2015),
and many others. Behind this success is an implicit assump-
tion that the whole dataset with a predefined set of classes
should be given in a batch. However, this assumption is
unlikely to hold in the real-world scenarios which change
dynamically over time. This limits the applicability to real-
world problems because deep neural networks trained under
changing data distribution often suffer from catastrophic for-
getting, meaning that the models lose the ability to maintain
knowledge about old tasks. While a straightforward way to
handle the critical challenge is to retraining the model with
an integrated dataset, this is too expensive or even impossi-
ble due to the limitation of computational resources and the
inaccessibility of training data.
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Class incremental learning is a framework that progres-
sively increases the number of classes while combating
the catastrophic forgetting issue. Among many existing ap-
proaches (Aljundi et al. 2018; Kirkpatrick et al. 2017; Li
and Hoiem 2017; Rebuffi et al. 2017; Wu et al. 2019; Zenke,
Poole, and Ganguli 2017), the techniques based on knowl-
edge distillation with exemplars (Douillard et al. 2020; Hou
et al. 2019; Li and Hoiem 2017), allowing new models to
mimic previous ones, have demonstrated promising perfor-
mance in alleviating the feature drift issue. Yet, these meth-
ods still suffer from data deficiency for old tasks and data
imbalance between tasks, as only few training examples are
available for the previous tasks. To alleviate these limita-
tions, some existing approaches generate either data sam-
ples (Ostapenko et al. 2019; Shin et al. 2017) or feature rep-
resentations (Liu et al. 2020a). However, they require addi-
tional generative models, hampering the stability of conver-
gence and increases the complexity of models.

This paper presents a novel feature augmentation tech-
nique, referred to as Cross-Class Feature Augmentation
(CCFA), which effectively tackles the aforementioned limi-
tations in class incremental learning. By leveraging the rep-
resentations learned in the past, we aim to augment the fea-
tures at each incremental stage to address data deficiency in
the classes belonging to old tasks. To this end, inspired by
adversarial attacks, we adjust the feature representations of
training examples to resemble representations from specific
target classes that are different from their original classes.
These perturbed features allow a new classifier to maintain
the decision boundaries for the classes learned up to the
previous stages. Note that this is a novel perspective dif-
ferent from conventional adversarial attack methods (Carlini
and Wagner 2017; Goodfellow, Shlens, and Szegedy 2017;
Madry et al. 2018; Moosavi-Dezfooli, Fawzi, and Frossard
2016; Zhao, Dua, and Singh 2018), which focus on deceiv-
ing models. One may consider generating additional features
for each class using the exemplars with the same class labels.
However, this strategy is prone to generate redundant or less
effective features for defending class boundaries, especially
when the number of exemplars in each class is small. On the
contrary, the proposed approach exploits exemplars in vari-
ous classes observed in the previous tasks as well as a large
number of training data in the current task, which is helpful
for synthesizing features with heterogeneous properties.
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The contributions of this paper are summarized below:

e We propose a novel class incremental learning technique,
which effectively increases training examples for old
tasks via feature augmentation. The proposed method
prevents catastrophic forgetting without modifying archi-
tectures or introducing generative models.

Cross-Class Feature Augmentation (CCFA) synthesizes
augmented features across class labels using a concrete
objective motivated by adversarial attacks.

Our algorithm is easily incorporated into existing class
incremental learning methods and improves performance
consistently on multiple datasets with diverse scenarios,
especially under minimal memory budgets.

Related Works
Class Incremental Learning

Most of the existing class incremental learning algorithms
address the catastrophic forgetting issue using the following
techniques: 1) parameter regularization, 2) architecture ex-
pansion, 3) bias correction, 4) knowledge distillation, and 5)
rehearsal.

Parameter regularization The methods that belong to
this category (Aljundi et al. 2018; Kirkpatrick et al. 2017;
Zenke, Poole, and Ganguli 2017) measure the importance
of each parameter and determine its flexibility based on its
importance. The popular metrics to determine the plastic-
ity of models include the Fisher information matrix (Kirk-
patrick et al. 2017), the path integral along parameter trajec-
tory (Zenke, Poole, and Ganguli 2017), and the output vector
changes (Aljundi et al. 2018). However, their empirical per-
formances are not satisfactory in class incremental learning
scenarios (Hsu et al. 2018; van de Ven and Tolias 2019).

Architecture expansion Architectural methods (Rusu
et al. 2016; Yoon et al. 2018) typically focus on expand-
ing network capacity dynamically to handle a sequence of
incoming tasks. To this end, (Yan, Xie, and He 2021) pro-
poses to expand the network for each incoming task while
compressing the network after the end of each task for
computational efficiency. Recently, (Liu, Schiele, and Sun
2021) adopts two network blocks to balance plasticity and
stability, which are optimized by a bi-level optimization.
Although these approaches show remarkable performances
even with a long sequence of tasks, their computational com-
plexity at both training and inference time increases linearly
as the number of tasks grows, which leads to a significant
computational burden and challenges in inference.

Bias correction There exist several approaches (Hou et al.
2019; Wu et al. 2019) that tackle the bias towards new
classes incurred by class imbalance. To be specific, (Wu
et al. 2019) reduces the bias by introducing additional scale
and shift parameters for an affine transformation of the log-
its for new classes. Moreover, (Zhao et al. 2020) matches
the scale of the weight vectors for the new classes with the
average norm of the old weight vectors.
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Knowledge distillation The methods based on knowledge
distillation (Hinton, Vinyals, and Dean 2015; Romero et al.
2015; Zagoruyko and Komodakis 2017; Park, Kang, and
Han 2021; Kang, Park, and Han 2022) aim to encourage a
model to learn new tasks while mimicking the representa-
tions of the old model trained for the previous tasks. To this
end, (Li and Hoiem 2017; Rebuffi et al. 2017; Wu et al. 2019;
Castro et al. 2018; Hou et al. 2019) match their outputs af-
ter the classification layers with old models to preserve the
representations of input examples. PODNet (Douillard et al.
2020) controls the balance between the previous knowledge
and the new information by preserving the relaxed repre-
sentations. Here, relaxed representations are obtained by ap-
plying the sum pooling along the width and height dimen-
sions to the original intermediate feature maps. Recently,
(Simon, Koniusz, and Harandi 2021) proposes to optimize
the model considering the concept of the geodesic flow and
AFC (Kang, Park, and Han 2022) introduces the way to han-
dle catastrophic forgetting by minimizing the upper bound
of the loss increases caused by the representation change.

Rehearsal Rehearsal-based methods utilize a limited
number of representative examples stored from old tasks or
replay old examples using generative models while training
new tasks. Incremental Classifier Representation Learning
(iCaRL) (Rebuffi et al. 2017) keeps a small number of sam-
ples per class to approximate the class centroid and makes
predictions based on the nearest class mean classifiers.
On the other hand, pseudo-rehearsal techniques (Ostapenko
et al. 2019; Shin et al. 2017) generate examples in the pre-
viously observed classes using generative adversarial net-
works (GANs) (Goodfellow et al. 2014; Liu et al. 2020a;
Odena, Olah, and Shlens 2017). However, these methods
need to train and store generative models, which incurs an
extra burden for class incremental learning.

Adversarial attacks One can mislead deep neural net-
works trained on natural datasets by injecting minor per-
turbation into input data, which is called an adversarial at-
tack (Carlini and Wagner 2017; Goodfellow, Shlens, and
Szegedy 2017; Madry et al. 2018; Moosavi-Dezfooli, Fawzi,
and Frossard 2016; Zhao, Dua, and Singh 2018). A well-
known category in adversarial attacks relies on gradient-
based optimization (Carlini and Wagner 2017; Goodfellow,
Shlens, and Szegedy 2017; Madry et al. 2018). These meth-
ods deceive a network by adding a small amount of noise
imperceptible by humans, in the direction of increasing the
loss corresponding to the ground-truth label.

Proposed Approach
Problem Setup

Class incremental learning trains a model in an online man-
ner given a sequence of tasks, which is denoted by 7T1.x =
{T1, -, Ty, -+ , Tk }. Eachtask T} is defined by a training
dataset Dj, composed of examples with labels y € )V, where
(V1U--UVr_1) NV = . At the k™ incremental stage,
the model is trained on D, = Dy, U My,_1, where M, is
a small subset of all previously seen training datasets, which
is called a memory buffer. The performance of the trained
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Figure 1: Overall class incremental learning framework with
the proposed Cross-Class Feature Augmentation (CCFA).
Our model minimizes classification loss L5 on training ex-
amples in a mini-batch sampled from the union of current
task dataset and a small set of exemplars from the previ-
ous tasks while minimizing the distillation loss L. To deal
with the catastrophic forgetting issue induced by data imbal-
ance between the previous and current tasks, we employ the
CCFA to generate diverse features supporting the decision
boundaries of the old classifier gi_1(*).

model is evaluated on the test data sampled from a collec-
tion of all the encountered tasks without task boundaries.

Overall Framework

We incorporate our feature augmentation technique into ex-
isting class incremental learning framework based on knowl-
edge distillation (Douillard et al. 2020; Rebuffi et al. 2017;
Kang, Park, and Han 2022), and Figure 1 illustrates the con-
cept of our approach. At the k™ incremental stage, we train
the current model parametrized by Oy, which consists of a
feature extractor fi(-) and a classifier gy (), using Dj,. The
model optimizes O on a new task, T}, initialized by the
model parameters in the previous stage, ©_1, while pre-
serving the information learned from old tasks, 7%.;_1, by
using knowledge distillation. To further enhance the gen-
eralization ability on the previously learned classes, we in-
troduce Cross-Class Feature Augmentation (CCFA), which
will be further discussed in the next subsection. After each
incremental stage, we sample exemplars from Dy, by a herd-
ing strategy (Rebuffi et al. 2017) and augment the memory
buffer from M _; to M.

Cross-Class Feature Augmentation (CCFA)

Using a set of features extracted from the available training
data, CCFA conducts feature augmentation to supplement
training examples for the previous tasks. The feature aug-
mentation is done in a similar way as adversarial attacks and
does not require introducing and training a generator. For
CCFA, we utilize the classifier learned in the previous stage,
which is readily accessible. The main idea of CCFA is to
perturb a feature representation in a direction such that the
perturbed feature crosses the decision boundary in the previ-
ous classifier g;_1(+) to the target class. Here, target classes
are different from the original ones, as depicted in Figure 2.

To be specific, for input images and the corresponding la-
bels in a mini-batch (X,Y") ~ Dj, we first extract normal-
ized feature vectors Z; = fr(X). Then, we compute con-
fidences of individual in-batch examples with respect to the

® A Exemplars in ® A Augmented
memory features
Cross-class feature New decision boundary ----
augmentation w/ augmentation

OA Non-exemplar

training data

New decision boundary
w/o augmentation

— Original decision boundary

Figure 2: Illustration of Cross-Class Feature Augmentation
(CCFA). CCFA perturbs a feature representation in a di-
rection such that the perturbed feature crosses the decision
boundary in the previous classifier to the target class, which
is different from the original class, and complements the fea-
tures for the target classes learned up to the previous stages.

class labels appearing in previous stages and define a collec-
tive confidence matrix W € R?* ¢ as follows:

0 ifY; = j
Wij:{ ' . .
Wi, itY; #j,

where b is the batch size, colq = |V1.x—1] is the number of
classes in previous stage, and W’ = gy (Zy,) is the output of
current classifier. Note that the entries for the ground-truth
classes are set to zeros.

We formulate an optimization problem—selecting the tar-
get classes as evenly distributed as possible while maximiz-
ing the confidence scores—which is given by

)

Cold Cold
S BT ST
j=11:i=1
Cold (2)
such that S € {0, 1} ¢, ZSU =1 Vi,
j=1
where u = i is a constant. The solution of Eq. (2), a matrix

consisting of b one-hot row vectors, provides a collection of
target classes, Yiarget-

Due to the computational complexity, we leverage a con-
tinuous relaxation of S and reduce the number of active vari-
ables by selecting the top-K classes with the highest confi-
dence in each row of W. Note that the entries in S; except
the ones corresponding to the top-K classes are simply set
to zeros and target classes are to be sampled from the matrix
S whose rows act as sampling distributions.

Once the target classes are determined, we apply the Pro-
jected Gradient Descent (PGD) (Madry et al. 2018) algo-
rithm iteratively using the following equation:

Zn+1 Zk - aSlgn(VZ"ecls(gk 1<Zk) }/target))7 (3)

where Zk = Zy, Las(-, -) is the algorithm-specific classifi-
cation loss function of each baseline, and o denotes the step
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size for the adversarial attack. Note that we attack the nor-
malized features just before the classification layer, unlike
the original adversarial attack operating on the image space.
We obtain an adjusted features Z;, after performing the
above process for N steps. By passing Z;, through the old
classifier g1 (-), we obtain pseudo-labels Yseudo for Z;, as
Y;;)seudo = argmax gg—1 (Z]/i‘) (4)
We train the model with the pseudo-labeled augmented fea-
tures in addition to the original ones, where the classification
loss is given by

»Ccls - Ecls([gk(zk)vgk(zllg)L [Yv Y;Jseudo]% (5)

where [-,-] denotes the concatenation operator along the
batch dimension.

The unique aspect of CCFA is that it augments features
across class boundaries. Feature augmentation within the
same classes could be another reasonable option to approx-
imate the distribution of the old training dataset. However,
according to our experiments, this strategy suffers from the
lack of diversity in the source of augmentation. On the other
hand, CCFA generates heterogeneous features from diverse
sources in other classes, which handle sample deficiency in
the previous tasks effectively.

Training Objective

The proposed approach is generic and can be integrated into
various class incremental learning algorithms. In this paper,
we are interested in the methods based on knowledge distil-
lation and the loss function at each stage is given by

Eﬁnal = ['cls +A- Ldisu (6)
where Ly is the distillation loss for each baseline algo-
rithm, and A is the balancing weight. The augmented fea-
tures given by CCFA only affect L, not Lgig.

Experiments
Datasets and Evaluation Protocol

We evaluate the proposed method on two datasets for class
incremental learning, CIFAR-100 (Krizhevsky, Nair, and
Hinton 2009), and ImageNet-100/1000 (Russakovsky et al.
2015). We arrange the classes in three different orders for
CIFAR-100 and in a single order for ImageNet-100 and
ImageNet-1000 as provided by (Douillard et al. 2020). Fol-
lowing the previous works (Douillard et al. 2020; Hou et al.
2019; Liu, Schiele, and Sun 2021), we train the model using
a half of the classes in the initial stage and split the remain-
ing classes into groups of 50, 25, 10 and 5 for CIFAR-100,
and 10 and 5 for ImageNet-100/1000. At each incremental
stage, we evaluate the model with the test examples in all the
encountered classes. We report the average of the accuracies
aggregated from all the incremental stages, which is also re-
ferred to as average incremental accuracy (Douillard et al.
2020; Hou et al. 2019; Rebulffi et al. 2017).
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Number of tasks 50 25 10 5

iCaRL 44.20 50.60 53.78 58.08
BiC 47.09 48.96 53.21 56.86
Mnemonics - 60.96 62.28 63.34
GDumb?* 59.76 59.97 60.24 60.70
TPCIL - - 63.58 65.34
GeoDL* 52.28 60.21 63.61 65.34
UCIR 49.30 57.57 61.22 64.01
PODNet 57.98 60.72 63.19 64.83
PODNet* 57.84 60.50 62.77 64.62
PODNet* + CCFA 60.69 62.91 65.50 67.24
AANet - 62.31 64.31 66.31
AANet* 60.91 62.34 64.49 66.34
AANet* + CCFA 62.20 63.74 66.16 67.37
AFC 62.18 64.06 64.29 65.82
AFC* 61.74 63.78 64.63 66.02
AFC* + CCFA 63.11 64.59 65.61 66.47

Table 1: Class incremental learning performance on CIFAR-
100. CCFA consistently improves the performance of the ex-
isting methods. Models with * are our reproduced results.
Note that we run 3 experiments with 3 different orders for
CIFAR-100 and report the average performance. The bold-
faced numbers indicate the best performance.

Implementation Details

We follow the implementation settings of the existing
methods (Douillard et al. 2020; Liu, Schiele, and Sun
2021; Kang, Park, and Han 2022). We adopt ResNet-32
for CIFAR-100 and ResNet-18 for ImageNet as the back-
bone network architectures. The hyperparameters including
learning rates, batch sizes, training epochs, distillation loss
weight (A) and herding strategies are identical to the base-
line algorithms (Douillard et al. 2020; Liu, Schiele, and Sun
2021; Kang, Park, and Han 2022). The size of the memory
buffer is set to 20 per class as a default for all experiments
unless specified otherwise.

For the feature augmentation, we set the number of iter-
ations for adversarial attack to 10 for all experiments. Em-
pirically, we find that ' = 1 is sufficient for top-K in tar-
get selection which is equivalent to selecting classes with
highest confidence as Yiuger Without solving LP optimiza-
tion problem. In the CIFAR-100 experiments, we randomly
sample the attack step size « from a uniform distribution
U(52, 52=) and generate 640 features, which is 5 times the
batch size, using 5 randomly sampled values of « for each
real example. For ImageNet, the attack step size « is ran-
domly sampled from the uniform distribution U (525, 3015)
and 128 features, which is equal to the batch size, are gener-
ated using a random sample of a. We select the step size o
in a way that the same amount of feature updates occurs in
a single iteration for backbone networks with different fea-
ture dimensions. For the number of augmented features, we
consider the stability-plasticity trade-off.

Results on CIFAR-100

We compare the proposed approach, referred to as Cross-
Class Feature Augmentation (CCFA), with existing state-of-
the-art class incremental learning methods. We incorporate
CCFA into four baseline models including PODNet (Douil-
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Dataset Number of tasks Memory per class (m) m=1 m=5 m=20
PODNet — — 75.54
PODNet* 50.18 67.03 74.47
PODNet* + CCFA 64.28 72.42 75.78
AANet — — 76.96
5 AANet* 71.25 75.22 78.05
AANet* + CCFA 74.48 76.75 78.14
AFC - - 76.87
AFC* 56.53 72.75 76.91
AFC* + CCFA 64.45 74.35 76.75
TmageNet-100 PODNet — — 743
PODNet* 37.64 63.21 72.37
PODNet* + CCFA 49.80 65.62 73.00
AANet — — 74.33
10 AANet* 60.74 71.21 75.90
AANet* + CCFA 66.62 73.51 76.71
AFC - - 75.75
AFC* 51.37 70.69 75.10
AFC* + CCFA 61.85 71.35 75.39
PODNet — — 66.95
PODNet* 51.20 66.08 69.70
5 PODNet* + CCFA 59.78 69.03 69.97
AFC - - 67.02
AFC* 57.37 66.47 67.93
*
ImageNet-1000 e CCrA A1 6878 69
PODNet* 36.66 59.34 67.11
10 PODNet* + CCFA 48.41 63.74 67.82
AFC - - 67.02
AFC* 52.36 63.62 65.96
AFC*+ CCFA 63.42 67.07 67.88

Table 2: Class incremental learning performance on ImageNet-100/1000 with varying memory sizes. CCFA consistently im-
proves the performance when plugged into the baselines, especially with an extremely limited memory budget. Models with an
asterisk (x) are our reproduced results. The bold-faced numbers indicate the best performance.

lard et al. 2020)!, AANet (Liu, Schiele, and Sun 2021),
and AFC (Kang, Park, and Han 2022)3. Note that we run
three experiments with three different orders for CIFAR-100
and report the average performance. Table 1 demonstrates
that the proposed method consistently improves accuracy on
three baseline models in various scenarios, and achieves the
state-of-the-art performance.

Results on ImageNet

We test the performance of CCFA on ImageNet-100/1000
with varying size of the memory buffer. Table 2 presents
the results of our method compared to the baselines, POD-
Net (Douillard et al. 2020), AANet (Liu, Schiele, and Sun
2021), and AFC (Kang, Park, and Han 2022) by varying the
number of tasks and the allocated memory per task. CCFA
boosts the performances consistently, especially when the
size of the memory buffer is extremely small. These results
show that the features augmented by CCFA play a crucial
role in complementing the lack of training examples in old
tasks and alleviating the collapse of the decision boundaries.
Moreover, CCFA is helpful for regularizing the model by

'https://github.com/arthurdouillard/incremental _learning.pytorch
2https://github.com/yaoyao-liu/class-incremental-learning
*https://github.com/kminsoo/ AFC
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augmenting diverse samples and reducing overfitting issue
commonly observed when the memory size is small.

Ablation Study and Analysis

We perform several ablation studies on CIFAR-100 to ana-
lyze the effectiveness of CCFA. For all the ablation studies,
we utilize PODNet as the baseline. The number of incre-
mental stages is set to 50 unless specified otherwise.

Initialization for augmentation Table 3(a) presents the
comparison between random noise and extracted feature, 2y,
as an initialization point for perturbation. To implement the
random initialization, we replace Zj in Equation (3) by a
sample from a Gaussian distribution, N'(0, I). According to
our experiment, the augmented feature from Zj, outperforms
the random noise while the random initilization is still help-
ful for boosting performance.

Target class selection strategy We evaluate the proposed
cross-class feature augmentation with different target selec-
tion criterion. Table 3(b) demonstrates that CCFA boosts the
baseline even with the random target class selection strategy
since random target classes provide diverse augmentation
directions. However, the gradients toward low-confidence
classes may be unstable, reducing the benefit of CCFA. Per-
formance drop with the farthest target class supports this
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Ablation types Variations Acc (%)
(a) Initialization %211(%?;;?01% 2(9]28
Random 59.91
(b) Target class Farthest 57.38
Nearest (ours) 60.69
K =10 67.56
(¢) Top-K K=5 67.39
(5 stages) K=3 67.38
K =1 (ours) 67.24
PODNet 57.98
. CutMix 58.92
(d) Augmentation MixUp 35.06
methods Manifold-MixUp 55.14
CCFA 60.69
IL2A 58.42
(e) Exemplar-free 1154 4 cCFA 60.78

Table 3: Ablation study results on the variations of CCFA.

Number of tasks 50 25 10 5

PODNet + Mixup 55.96 59.22 63.97 66.26
PODNet + Mixup+ CCFA 5847 64.05 67.77 69.19
PODNet + CutMix 58.92 62.69 66.18 68.30
PODNet + CutMix+ CCFA 61.41 64.88 67.81 69.28

Table 4: Compatibility of CCFA with existing data augmen-
tation techniques.

assumption. In addition, we show the results with varying
K for top-K used in target selection process. Table 3(c) il-
lustrates that setting K = 1, i.e., no optimization process
added, shows comparable result with the results on larger
K’s. While increased K shows improved results, introduc-
ing LP in batch training incurs excessive extra training costs.
On a single NVIDIA Titan Xp GPU, training with K = 1
runs at 5.15 iteration/sec, which is 10 times faster than the
case with K = 3, when the ResNet-32 backbone is em-
ployed with batch size of 128.

Comparison with other data augmentation techniques
Data augmentation is a widely used method to increase the
number of training examples and learn a robust model. We
show the superiority of CCFA to the standard data aug-
mentation methods. We employ CutMix (Yun et al. 2019),
Mixup (Zhang et al. 2018) and Manifold-MixUp (Verma
et al. 2019). Table 3(d) exhibits that CCFA clearly outper-
forms the existing augmentation methods for class incre-
mental learning.

Results on exemplar-free setting Table 3(e) presents the
results of IL2A (Zhu et al. 2021a) on CIFAR-100 with
10 incremental stages. IL2A (Zhu et al. 2021a) is an
exemplar-free method that employ two different augmenta-
tion strategies, class and semantic augmentations. Table 3(e)
shows that CCFA boosts the performance of the baseline in
exemplar-free settings. Note that semantic augmentation of
IL2A (Zhu et al. 2021a) samples features from a class-wise
Gaussian distribution as in PASS (Zhu et al. 2021b).

Compatibility with the existing augmentation methods
We investigate the compatibility of CCFA with the exist-
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1 3 5 7 9

Forgetting | 28.13 26.19 24.97 25.00 23.85
Average new accuracy T 76.58 72.11 68.94 66.63 65.15

59.14 60.17 60.69 60.51 60.51

# of augmented features

Overall accuracy

Table 5: Forgetting vs adaptivity by varying the number of
augmented features (Z},).

Memory per class (m) m=5 m=10 m=20 m=50
iCaRL 16.44 2857 4420 48.29
BiC 20.84 2197 47.09 55.01
UCIR 2217 4270 4930  57.02
PODNet 3559 4854 5798  63.69
PODNet + CCFA (ours) 39.70 5225 60.69  65.99

Table 6: Comparative results by varying the memory budget
for each class on CIFAR-100 with 50 stages.

Initial task size 20 30 40 50

Number of stages 80 70 60 50

iCaRL 41.28 43.38 4435 44.20
BiC 4095 4227 45.18 47.09
UCIR 41.69 4785 4751 4930
PODNet 47.68 52.88 5542 5798
PODNet + CCFA (ours) 50.32 55.51 57.59 60.69

Table 7: Performance comparison between the proposed
CCFA and the state-of-the-art frameworks on CIFAR-100
by varying the number of classes in the initial task while
each of the remaining tasks only contains a single class. The
bold-faced numbers represent the best performance.

ing augmentation methods, Mixup (Zhang et al. 2018) and
CutMix (Yun et al. 2019), to show broad applicability of
CCFA. Table 4 shows that CCFA benefits from the exist-
ing input-level augmentation techniques in every class in-
cremental learning scenario.

Number of augmented features We conduct experiments
by varying the number of augmented features. Since the
quantity of the features affects the relative data ratio be-
tween the old and new tasks, we focus on the balance be-
tween learning new classes and forgetting old classes. We
measure adaptivity of the model to new classes using the
average new accuracy. For robustness of the model to old
classes, we measure the forgetting metric (Lee et al. 2019).
Table 5 illustrates the performance of PODNet with CCFA
in terms of the two metrics and the overall accuracy by vary-
ing the number of augmented features. We observe that in-
creasing the number of augmented features tends to reduce
both forgetting and average new accuracy since they impose
more weight on old classes.

Memory size We claim that the proposed method effec-
tively compensate for the lack of training data at the feature
space level. To validate this hypothesis, we analyze how the
size of the memory budget affect the performance of our
algorithm in Table 6. The results show that the accuracy
gains obtained from CCFA indeed increase by decreasing
the memory size, which is consistent with our assumption.
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m=20

63.19
64.84

65.50

Memory per class (m) m=1 m=5 m=10

PODNet 35.18 55.30 59.16
PODNet + CCFA towards GT 30.07 57.13 62.09

PODNet + CCFA (ours) 38.06 58.78 62.85

Table 8: Analysis regarding the direction of the augmen-
tation process on CIFAR-100 with 10 stages. The results
demonstrate effectiveness of setting the target class in a
cross-class manner with various memory budgets. The bold-
faced numbers represent the best performance.
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Figure 3: t-SNE of the features from the memory buffer of
the random 10 classes after training initial stage (Memory
Features), features generated by CCFA (Augmented Fea-
tures) and features from randomly selected 1000 images
from training dataset (Train-Data Features). By allowing
CCFA, each class in the old tasks populates samples in the
feature space, which alleviates the collapse of the decision
boundaries caused by sample deficiency for the old tasks.

Initial task size We evaluate CCFA in the settings, where
the initial task is small and the initially learned features are
not sufficiently robust. Table 7 illustrates the results with re-
spect to diverse initial task sizes; our approach outperforms
the baselines regardless of initial task sizes.

Cross-class augmentation strategy As discussed earlier,
one reasonable augmentation strategy is to adopt the gra-
dient direction that preserves the original class label and
reduces the classification loss. We compare CCFA with
CCFA towards the ground-truth labels (CCFA towards GT)
to demonstrate the efficiency of the proposed algorithm with
various memory budgets in Table 8. Note that CCFA out-
performs CCFA towards GT in all settings and their perfor-
mance gap increases as the memory size gets smaller. This
result implies that the cross-class augmentation strategy in
CCFA yields more diversity in the synthesized representa-
tions and alleviates the lack of augmentation sources in a
limited memory environment.

Computational complexity CCFA incurs a small amount
of additional computation because the gradients are com-
puted with respect to the classification layer only. On a
single NVIDIA RTX GPU, PODNet with CCFA requires
1.53 seconds per iteration while PODNet requires 1.50s with
batch size 128 under the ResNet-18 backbone.
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Figure 5: CKA between the features from the feature extrac-
tors of the first and each incremental stage for PODNet and
PODNet + CCFA after 3'9/4" residual layer.

Visualization of CCFA

To support our argument that augmented features given by
CCFA resolve the sample deficiency problem of class incre-
mental learning, we visualize the features from the memory
buffer, augmented features, and features from training data
that are inaccessible in subsequent stages. Figure 3 demon-
strates that CCFA effectively approximates the structure of
feature space given by full training data, which is consistent
with our quantitative results..

Effects of CCFA on the Feature Extractor

To understand the impact of CCFA on the feature extractor,
we measure the Centered Kernel Alignment (CKA) (Cortes,
Mohri, and Rostamizadeh 2012; Kornblith et al. 2019; Kim
and Han 2023) between the intermediate features of the fea-
ture extractor after the first incremental stage and each se-
quential incremental stage, with and without CCFA. We uti-
lize the test set of the first stage to measure the drift of the
feature representations learned in the first incremental stage.
Figure 5 illustrates the change of CKA values as the num-
ber of stages increases. The results clearly demonstrate that
CCFA alleviates forgetting at intermediate feature level even
though it only operates at the classifier level.

Conclusion

We presented a novel feature augmentation technique for
class incremental learning. The proposed method augments
the features of the target class by utilizing the samples from
other classes, adversarially attacking the previously learned
classifier. The augmented features play a role in comple-
menting the data for the previous tasks. This idea is gener-
ally applicable to existing frameworks without any modifica-
tion on the architecture. Our extensive experimental results
demonstrate that the proposed method consistently improves
performance on multiple datasets when applied to existing
class incremental learning frameworks, especially in an en-
vironment with extremely limited memory constraints.
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