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Abstract
The SHAP framework provides a principled method to explain the predictions of a model by computing feature importance. Motivated by applications in finance, we introduce the Top-k Identification Problem (TkIP) (and its ordered variant TkIP-O), where the objective is to identify the subset (or ordered subset for TkIP-O) of k features corresponding to the highest SHAP values with PAC guarantees. While any sampling-based method that estimates SHAP values (such as KernelSHAP and SamplingSHAP) can be trivially adapted to solve TkIP, doing so is highly sample inefficient. Instead, we leverage the connection between SHAP values and multi-armed bandits (MAB) to show that both TkIP and TkIP-O can be reduced to variants of problems in MAB literature. This reduction allows us to use insights from the MAB literature to develop sample-efficient variants of KernelSHAP and SamplingSHAP. We propose KernelSHAP@k and SamplingSHAP@k for solving TkIP; along with KernelSHAP-O and SamplingSHAP-O to solve the ordering problem in TkIP-O. We perform extensive experiments using several credit-related datasets to show that our methods offer significant improvements of up to 40× in sample efficiency and 39× in runtime.

1 Introduction
The ability to explain the predictions of ML models is of critical importance in highly regulated industries, where laws provide right to explanations for people who are adversely impacted by algorithmic decision making. Specifically in finance, regulations like Fair Credit Reporting Act (Congress 1970) and Equal Credit Opportunity Act (Congress 1974) require a rejected loan/credit application (i.e. adverse action) to be explained to the borrower, by providing reasons for why the application was rejected (e.g., low credit score, high debt-to-income ratio, recent delinquencies, etc.). Owing to its principled formulation, the SHAP framework (Lundberg and Lee 2017) is the defacto choice for explaining model predictions in credit-risk assessment models (Bhatt et al. 2020). While exact computation of SHAP values is computationally intractable, sampling-based techniques like KernelSHAP (Lundberg and Lee 2017) and SamplingSHAP provide a practical alternative to compute approximate SHAP values. Additionally, recent works have developed methods to quantify the approximation error of such sampling-based techniques, by providing confidence intervals (CIs) for the estimated SHAP values (Covert and Lee 2020).

Motivated by applications in finance, we introduce two new problems with the following objectives:

1. **Top-k Identification Problem (TkIP):** Identify an unordered set of k features associated with the k highest SHAP values with PAC guarantees.

2. **Ordered Top-k Identification Problem (TkIP-O):** Identify an ordered set of k features associated with the k highest SHAP values with PAC guarantees.

TkIP and TkIP-O are motivated by an important real-world use-case of processing credit/loan applications, where the lender is required to provide a list of up to four specific principal reasons or features that contributed to the model’s prediction (i.e. explanations) in the event of an adverse decision/action taken; this is standard practice by credit/loan issuers to comply with the Equal Credit Opportunity Act (Congress 1974). While there are no prior works that solve TkIP/TkIP-O specifically, there is a recent prior work (Kolpaczki, Bengs, and H üllermeier 2021) that has looked at solving a variant of TkIP with a fixed sample budget. However, this work does not provide PAC guarantees for its solution and it does not solve the ordering problem introduced in TkIP-O.

**Naive baseline.** We show that existing sampling-based methods like Kernel/SamplingSHAP can be straightforwardly adapted to solve TkIP/TkIP-O. We design a naive stopping condition that provides PAC solutions by requiring the CI-widths for all features to fall below a threshold. While this provides valid solutions for TkIP/TkIP-O, we show that this naive baseline requires a large number of samples, emphasizing the need for sample-efficient methods.

**Connection to MAB.** We develop a sample-efficient solution for TkIP by observing that this problem can be reduced to a stricter variant of the Explore-m problem in multi-arm bandits (MAB), where given d arms with an unknown distribution of payoffs, the goal is to find a subset of m-best arms with the highest expected payoffs. Here, the features are analogous to arms and the SHAP value of each feature is analogous to the expected payoff of each arm.

Similarly, TkIP-O is related to the ordering problem in MAB, where given a set of d arms, the goal is to sort them...
according to their expected payoffs. One approach for solving TkIP-O is to sort all $d$ features according to their SHAP values (by solving the ordering problem) and just returning the top-$k$ features. However, this direct application of the ordering problem is sub-optimal as it unnecessarily orders all $d$ features. We develop sample-efficient solutions by leveraging the insight that TkIP-O can be decomposed into two subproblems:

P1. Identify an unordered set of $k$ features with the $k$-highest SHAP values. (TkIP)

P2. Order these $k$ features in decreasing order of their SHAP values. (ordering problem)

We formally prove (in Theorem 3) that the above decomposition provides a PAC solution and use it to develop sample-efficient methods to solve TkIP-O.

Our proposal for solving TkIP. We adapt KernelSHAP and SamplingSHAP by leveraging the connection between TkIP and the Explore-m problem. We start by showing (in Theorem 2) that the LUCB (Kalyanakrishnan et al. 2012) algorithm (a popular solution for the Explore-m problem) satisfies the stricter requirement for identifying top-$k$ features that is introduced by TkIP. This allows us to use LUCB’s stopping condition and sampling scheme to modify kernel/SamplingSHAP to develop sample efficient variants–KernelSHAP@k and SamplingSHAP@k–for solving TkIP.

Our proposal for solving TkIP-O. We solve TkIP-O by first using Kernel/SamplingSHAP@k to solve TkIP (P1), and then ordering the top-$k$ features according to their SHAP values. To solve the ordering problem (P2) efficiently, we leverage the LUCBRank (Katariya et al. 2018) algorithm by modifying the stopping condition and sampling schemes of Kernel/SamplingSHAP to develop KernelSHAP-O and SamplingSHAP-O.

To the best of our knowledge, we are the first to provide sample-efficient solutions for TkIP and TkIP-O with PAC guarantees. We evaluate our proposed methods using a suite of credit-related datasets and quantify the relative performance for TkIP/TkIP-O, with improvements of up to 39% in runtime compared to the naive baseline. The rest of this paper is structured as follows:

- In Section 2, we provide background on sampling-based methods that can be used to estimate SHAP values and related work on variance reduction, uncertainty estimation and efficient estimation of SHAP values.
- In Section 3, we formally define the Top-$k$ Identification problem (TkIP) and Ordered Top-$k$ Identification problem (TkIP-O), and develop a naive stopping condition that can be used with Kernel/Sampling SHAP to solve TkIP/TkIP-O. We illustrate the sample inefficiencies of this method using an example, motivating the need for better methods.
- In Section 4, we develop Kernel/SamplingSHAP@k for solving TkIP and Kernel/SamplingSHAP-O to solve the ordering problem (required for solving TkIP-O) by leveraging algorithms from the MAB literature.
- In Section 5, we evaluate our proposed methods on a suite of credit-related datasets to demonstrate the improvements in sample costs for our proposed methods and measure sensitivity to various parameters.
- We discuss limitations in Section 6 and conclude in Section 7. Proofs, algorithms and sensitivity studies can be found in the Appendix.

2 Background and Related Work

The goal of our work is to modify existing sampling-based SHAP estimation techniques to efficiently solve TkIP and TkIP-O (with PAC guarantees). In this section, we provide background on the SHAP framework and discuss existing sampling-based techniques (SamplingSHAP and KernelSHAP) that estimate SHAP values. Additionally, we discuss related works that extend these methods by reducing the variance of the estimates and quantify uncertainty in the form of confidence intervals. We also briefly discuss other prior works on efficiently estimating SHAP values, without guarantees on accuracy. Note that, in the context of TkIP/TkIP-O, all prior works suffer from at least one of the following limitations: 1. They are not designed to solve TkIP/TkIP-O efficiently 2. They do not provide PAC guarantees for their solutions. 3. They are model-specific. In contrast, we propose model-agnostic, sample-efficient methods to solve TkIP/TkIP-O with PAC guarantees.

2.1 SHAP

SHAP (SHapley Additive exPlanations) is based on a game-theoretic concept called Shapley values (Shapley et al. 1953). SHAP applies this concept to explain the predictions of the model by treating individual features as players and the output of the model as the payoff. By measuring the marginal contributions of features across different coalitions, SHAP assigns a score to each feature that reflects its contribution to the final prediction of the model. Given a set of features $D = \{1, 2, \ldots, d\}$, the SHAP value $\phi_i$ for the $i^{th}$ feature of an input $x$ with a model $f$ is computed by taking the weighted average of the change in predictions of $f$ when feature $i$ is added to a subset of features $S$ as shown in Eqn.1.

$$\phi_i(x, f) = \sum_{S \subseteq D \setminus \{i\}} \frac{|S|!(d - |S| - 1)!}{d!} [f(x_{S \cup \{i\}}) - f(x_S)]$$

(1)

Here $x_S$ is the feature vector restricted to $S$. To evaluate the model function with missing features in the above expression, we use the interventional SHAP formulation (Chen et al. 2020), where missing feature values are set to a default baseline. Note that computing SHAP values exactly has a computational complexity of $\Theta(2^d)$. To reduce computational costs, several approximation techniques have been proposed. We describe two sampling-based techniques to estimate SHAP values (SamplingSHAP/KernelSHAP) that allow for generating confidence intervals and also provide a brief overview of other efficient techniques that are either model-specific or do not have guarantees on accuracy.
2.2 SamplingSHAP
SamplingSHAP estimates SHAP values by only evaluating a subset of terms in Eqn.1 and then averaging over the resulting marginals. Strumbelj et al. (Strumbelj and Kononenko 2014) provide an efficient algorithm to perform Monte Carlo sampling according to the probability distribution induced by the weights in Eqn.1. To quantify the uncertainty in the SHAP estimate based on the number of samples, Merrick et al. (Merrick and Taly 2020) proposed the use of the Standard Error of Means (SEM) to derive confidence intervals through the Central Limit Theorem (CLT). Specifically, the Monte Carlo simulation is run \( T_i \) times for each feature \( i \), each time yielding an estimate \( \hat{\phi}_i \), thus giving a set of SHAP estimates \( \{ \hat{\phi}_i \}_{j=1}^{T_i} \). Finally, the SHAP value for \( i \) is set to be \( \hat{\phi}_i = \frac{\sum_{j=1}^{T_i} \hat{\phi}_i}{T_i} \). Eqn.2 shows the 95\% CI for the \( i^{th} \) feature (there’s a 0.95 probability of \( \phi_i \) being in CI\(_i\)):

\[
CI_i = \left[ \hat{\phi}_i \pm 1.96 \frac{\sigma_i}{\sqrt{T_i}} \right].
\]

Here \( \sigma_i \) denotes the standard deviation of the set of SHAP estimates \( \{ \hat{\phi}_i \}_{j=1}^{T_i} \). Note that we can achieve any confidence that we want, by tweaking the parameter 1.96 accordingly.

Additionally, prior works have also tried to reduce the length of the CIs through variance reduction techniques. For instance, Mitchell et al. (Mitchell et al. 2022) propose to evaluate negatively correlated pairs of samples in SamplingSHAP to reduce the variance \( \sigma_i \) of SHAP estimates. Sampling techniques have also been used in the context of Game Theory for computing Shapley values (Maleki et al. 2014; Burgess and Chapman 2021; Castro, Gómez, and Tejada 2009).

2.3 KernelSHAP
KernelSHAP (Lundberg and Lee 2017) is another sampling-based method that views SHAP values as the solution to a weighted regression problem. Specifically, consider a linear model of the form \( g(S) = \phi_0 + \sum_{i \in S} \phi_i \), where \( \phi_i \) denote the SHAP values. KernelSHAP proposes to estimate these values by solving the following optimization problem:

\[
\{ \phi_i \} = \text{arg} \min_{\phi_1, \ldots, \phi_d} \sum_{S \subseteq D} w(S) \left( f(S) - g(S) \right)^2.
\]

Here, \( w(S) \) is a weighting function that is chosen in a way that makes solving Eqn.3 equivalent to finding SHAP values. Note that evaluating Eqn.3 requires evaluating an exponential number of terms in the summation, making the computation of exact SHAP values intractable. Fortunately, an approximation of Eqn.3 that evaluates only a small subset of terms is sufficient in practice to estimate SHAP values. Furthermore, a recent work (Covert and Lee 2020) has shown that the variance of SHAP values, computed by using KernelSHAP, can be used to derive confidence intervals, providing a means of detecting convergence in the SHAP estimates; this leads to CIs identical to those of Eqn.2.

2.4 Other Efficient Estimation Techniques
Several techniques have been developed to more efficiently estimate SHAP values. TreeSHAP was developed to efficiently compute exact SHAP values for tree-based models (Lundberg, Erion, and Lee 2018; Lundberg et al. 2020). A more recent work (Chen et al. 2023) makes modifications to neural networks to efficiently compute SHAP values in a single forward pass using Harsanyi interactions. While these techniques are efficient and accurate, they are model-specific. On the other hand, prior works have proposed model-agnostic methods to efficiently estimate SHAP values. For instance, (Jethani et al. 2021; Covert, Kim, and Lee 2022) directly predict SHAP values using a learned model. However, these methods do not have guarantees on accuracy and may produce incorrect SHAP values, which make them unsuitable for our problem setting.

3 Problem Setting
In this section, we define the Top-k Identification Problem (TkIP) and the Ordered Top-k identification problem (TkIP-O). The goal of TkIP is to identify the features with the highest SHAP values (referred to as the Top-k features). TkIP-O additionally requires the Top-k features to be ordered according to their SHAP value. To apply sampling-based techniques to solve these problems, we define \((\epsilon, \delta)\)-PAC solutions for both TkIP and TkIP-O. This allows for an \( \epsilon \)-approximate version of the solution with a low probability of failure \( (\delta) \). Finally, we describe a naive stopping condition that can be used with Kernel/Sampling-SHAP to derive a \((\epsilon, \delta)\)-PAC solution for both TkIP and TkIP-O. We demonstrate that this naive solution is sample-inefficient, motivating the need for our proposed solutions that improve sample efficiency.

3.1 Top-k Identification Problem
Consider a model \( f : \mathcal{I} \rightarrow \mathbb{R} \), which acts on a \( d \)-dimensional input \( x \in \mathcal{I} \) to produce a prediction \( p = f(x) \). For an input \( x \in \mathcal{I} \), let \( \{ \phi_1, \phi_2, \ldots, \phi_d \} \) denote the set of SHAP values corresponding to the input features \( D = \{1, 2, \ldots, d\} \) respectively. To simplify notation, let us assume that the features are indexed such that:

\[
\phi_1 \geq \phi_2 \geq \phi_3 \geq \ldots \geq \phi_d.
\]

The goal of TkIP is to identify the \( k \) features: Topk\(_k\) = \{1, 2, \ldots, k\} corresponding to the \( k \) highest SHAP values \( S = \{ \phi_1, \phi_2, \ldots, \phi_k \} \). Note that the ordering of features in Topk\(_k\) does not matter. Solving TkIP exactly requires us to precisely evaluate all the SHAP values, which is computationally intractable. Instead, we define \( \epsilon \)-approximate and \((\epsilon, \delta)\)-PAC solutions for TkIP that are more useful in the context of sampling-based PAC methods.

- **\( \epsilon \)-approximate solution.** For a given accuracy parameter \( \epsilon > 0 \), consider a subset of features \( D^* \subseteq D \) such that \( |D^*| = k \). \( D^* \) is an \( \epsilon \)-approximate solution to TkIP if it satisfies the following two conditions:

\[
\text{Inclusion} : \phi_i \geq \phi_k - \epsilon, \forall i \in D^*;
\]

\[
\text{Exclusion} : \phi_j \leq \phi_k + \epsilon, \forall j \in D - D^*.
\]

The inclusion condition (Eqn. 5) requires that all the features in the solution \( (D^*) \) have a SHAP value of at least \( \phi_k - \epsilon \). The exclusion condition (Eqn. 6) ensures that any feature that’s not part of the solution does not have a SHAP value that exceeds \( \phi_k + \epsilon \).
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Figure 1: Comparing SamplingSHAP and SamplingSHAP@k for solving TkIP. (a) CIs of SHAP estimates with SamplingSHAP (b) CIs of SHAP estimates with SamplingSHAP@k (c) Variance of SHAP estimates (d) Costs of SamplingSHAP and SamplingSHAP@k. The cost of SamplingSHAP scales with the variance of the SHAP estimates, resulting in high cost. SamplingSHAP improves sample efficiency by using an improved stopping condition and sampling scheme.

• (ε, δ)-PAC solution. For given accuracy and confidence parameters ε, δ ∈ (0, 1), D* is said to be an (ε, δ) solution for TkIP if it is an ε-approximate solution with a probability of at least 1 − δ:

$$\Pr[I_{\text{Inclusion}} \land I_{\text{Exclusion}}] \geq 1 - \delta.$$  (7)

This relaxed notion of accuracy allows for a feature i to be returned as part of the solution even if i /∈ TOPk, as long as the corresponding SHAP value φi is ε-close to φk (i.e. the kth SHAP value).

3.2 Ordered Top-k Identification Problem

The goal of TkIP-O is to find the k highest features, ordered according to their SHAP values. Note that, unlike TkIP, the features in TOPk need to be ordered for TkIP-O. To formalize the notion of approximate solutions for TkIP-O, we start by defining ε-tolerant ranked groups of features for D as follows:

$$G_{r,\epsilon} := \{ i : |\hat{\phi}_i - \phi_k| \leq \epsilon \}$$  (8)

G_{r,\epsilon} includes all features that are at most ε away from the r-th ranked feature. We can now define ε-approximate and (ε, δ)-PAC solutions for TkIP-O.

• ε-approximate solution. For a given accuracy parameter ε > 0, consider an ordered subset of features D* ⊂ D such that |D*| = k. Let i_r be the r-th feature in the order induced by D*. D* is an ε-approximate solution to TkIP-O if it satisfies the following:

$$i_r \in G_{r,\epsilon}, \forall i_r \in D^*.$$  (9)

• (ε, δ)-PAC solution. For given accuracy and confidence parameters ε > 0, δ ∈ (0, 1), D* is said to be an (ε, δ) solution for TkIP if it is an ε-approximate solution with a probability at least 1 − δ:

$$\Pr[i_r \in G_{r,\epsilon}, \forall i_r \in D^*] \geq 1 - \delta.$$  (10)

Note that the above ε-approximate solution allows for the order of features to be swapped if their SHAP values are less than a distance ε apart. The (ε, δ)-PAC solution additionally allows for a small probability of failure (δ).

3.3 PAC Solution for TkIP and TkIP-O With Naive Stopping Condition

In both KernelSHAP and SamplingSHAP, we can use the CLT-based approaches mentioned in Sections 2.2, 2.4 to obtain confidence intervals of the following form. Let φ_i be the true SHAP value for feature i, and let φ̂_i be our approximation for it. Then, if we repeat the corresponding algorithm T times, with probability at least 1 − δ/2 we have:

$$CI_i = \left[ \hat{\phi}_i \pm Z(\delta/d) \frac{\sigma_i}{\sqrt{T_i}} \right]$$  (11)

In the above, Z(δ/d) is the critical value from the standard normal distribution for the desired level of confidence; note that this value is a small constant. It is clear from Eqn. 11, that the larger T_i is, the closer our approximation is to the true value. One way to identify the TOPk features is by running the SHAP estimation algorithm (i.e. adding more samples) until the CIs for all the features are small enough to meet the following stopping condition:

$$|CI_i| = 2 \cdot Z(\delta/d) \frac{\sigma_i}{\sqrt{T_i}} \leq \epsilon, \forall i \in D.$$  (12)

We call this the naive stopping condition, and in Theorem 1 we show that it indeed leads to an (ε, δ)-PAC solution for TkIP and TkIP-O. Thus, Kernel/Sampling-SHAP can be straightforwardly adapted to solve TkIP by using enough samples to meet this stopping condition. In the following subsection, we will explain why this naive approach is sample-inefficient with the aid of an example, motivating the need for a better stopping condition and sampling technique.

Theorem 1. Let S = {ϕ_1, ϕ_2, ..., ϕ_d} denote the SHAP estimates of input features D = {1, 2, ..., d}, such that the CIs defined using a confidence of δ/2 satisfy |CI_i| ≤ ε, ∀i ∈ D. Then, D* = arg max_S(δ) is an (ε, δ)-PAC solution for TkIP and TkIP-O; the solution consists of an ordered set of k features with the largest φ_i.
3.4 Inefficiencies of the Naive Stopping Condition

The Naive stopping condition requires the CIs of all the features to be of width at most $\epsilon$. For a feature $i$, the number of samples $N_i$ necessary to achieve this is proportional to the variance of the feature’s SHAP estimate ($N_i \propto \sigma_i^2$), resulting in high-variance features incurring a higher sample-cost. To illustrate, we apply SamplingSHAP to explain the prediction of an MLP model on a single example from the UCI Credit dataset. To identify the Top-k features (with $k=4$), we obtain CIs by running SamplingSHAP multiple times for each feature, until the stopping condition in Eqn. 12 is met. We visualize the CIs of the SHAP estimates of the individual features in Fig.1a, where the Top-4 features are marked as green. To understand the cost of this stopping condition, we plot the number of function evaluations consumed by the algorithm in Fig.1d and the variance of the SHAP estimate for each feature in Fig.1c. As expected, we find that the cost is proportional to the variance of the per-feature SHAP estimate, resulting in a high sample-cost for high-variance features.

A key drawback of the naive sampling scheme is that it requires $|CI_i| \leq \epsilon$ for all features, regardless of the uncertainty that the feature belongs in TOPK. This results in a lot of wasted samples. For instance, in the example in Fig.1, $\phi_3$ (SHAP estimate for feature-3) is much higher compared to the other features, allowing us to conclude with high confidence that $3 \in$ TOPK early on in the sampling process and avoid sampling feature-3 further. However, the naive sampling scheme lacks such adaptivity and forces this high-variance feature to continue sampling until $|CI_i| \leq \epsilon$, thus leading to a lot of wasted samples and contributing significantly to the sample cost of SamplingSHAP. In the next section we develop SamplingSHAP@k and KernelSHAP@k to avoid such wasted samples by using a modified stopping condition and sampling scheme.

4 Our Proposal

We develop efficient methods to solve TkIP and TkIP-O by leveraging ideas from the MAB literature. For solving TkIP, we propose KernelSHAP@k and SamplingSHAP@k by framing TkIP as a variant of the MAB Explore-m problem. To solve TkIP-O, our approach involves first identifying the top-k features using TkIP and then solving an ordering problem with the top-k features. We develop KernelSHAP-O and SamplingSHAP-O to efficiently solve the ordering variant. Overall, our methods can be used to efficiently solve TkIP and TkIP-O with PAC guarantees. We describe our proposals in greater detail in the remainder of this section.

4.1 Adapting SamplingSHAP and KernelSHAP to solve TkIP

Explore-m vs. TkIP. TkIP can be viewed as a variant of the Explore-m problem in multi-arm bandits, where given $d$ arms with unknown distributions of payoffs, the goal is to select the $m$-best arms which have the highest expected payoffs. A key difference between Explore-m and TkIP is that the $\epsilon$-approximate solution for the Explore-m problem typically only requires the inclusion condition (Eqn. 5) to be satisfied. In contrast, TkIP additionally requires the satisfaction of the exclusion condition (Eqn. 6). Despite this difference in formulation, we show that the LUCB algorithm (Kalyanakrishnan et al. 2012) (which was originally developed to solve the Explore-m problem) can be adapted to solve TkIP. We leverage two key ideas ($M1, M2$) from this algorithm to modify KernelSHAP and SamplingSHAP:

**M1. Overlap-based stopping condition.** We use the stopping condition described in Theorem 2 that considers the overlap in the CIs for the SHAP estimates. This overlap-based stopping condition avoids the need to reduce all the CI widths to below $\epsilon$ as shown in Fig. 1b.

We introduce some notation to formally describe the stopping condition. Let $T_h$ the number of SHAP estimates that we have collected so far for feature $i$. For the desired confidence $\delta$, we define a $\delta/d$ confidence interval $CI_i = [\alpha_i, \beta_i]$ as before, where $\alpha_i$ the current SHAP estimate, $\alpha_i = \hat{\phi}_i - Z(\delta/d) \frac{\sigma}{\sqrt{h}}$, and $\beta_i = \hat{\phi}_i + Z(\delta/d) \frac{\sigma}{\sqrt{h}}$.

**Theorem 2.** Let $High$ denote the set of $k$ features with the highest SHAP estimates $\hat{\phi}_i$ and $Low$ denote the remaining set of $d-k$ features. Let $h$ be the feature in $High$ with the lowest lower confidence bound i.e. $h = \arg\min \{\alpha_i\}$, and let $\ell$ be the feature in Low with the highest higher confidence bound i.e. $\ell = \arg\max \{\beta_i\}$. Then, $High$ is a $(\epsilon, \delta)$-PAC solution for TkIP if the following condition is satisfied: $\beta_\ell - \alpha_h \leq \epsilon$.

**M2. Greedy sampling scheme.** The default variance-based sampling scheme used by SamplingSHAP minimizes the CIs for all features. Such sampling schemes are inefficient for the stopping condition in Theorem 2, which only depends on two features ($h$ and $\ell$) at any given point in the sampling process. To improve the sample efficiency, we consider a greedy sampling strategy as described in Algorithm 1 (Appendix B). The algorithm identifies $h$ and $\ell$ as defined in Theorem 2, and evaluates additional SHAP estimates for these two features. These steps are repeated until the stopping condition is met. At this point, $High$ will be an $(\epsilon, \delta)$-PAC solution for TkIP. This scheme improves sample efficiency by allocating samples only for $(h, \ell)$, which are exactly the features that affect the stopping condition. To see why this algorithm terminates, notice that in each iteration exactly 2 CIs shrink. Therefore, in the worst case, there will come a point where all CIs will be of length at most $\epsilon$, and thus the stopping condition will trivially be true.

KernelSHAP@k and SamplingSHAP@k. We apply the above changes to existing algorithms to propose KernelSHAP@k (KernelSHAP + M1) and SamplingSHAP@k (SamplingSHAP + M1 + M2). In both cases, we incrementally add SHAP estimates $\hat{\phi}_i$ until the stopping condition (M1) is met and the TOPK features are identified. Additionally, for SamplingSHAP@k, we use the more efficient greedy sampling scheme (M2) that allocates samples only to features that influence the stopping condition. Note that the greedy sampling scheme (M2) requires the ability to compute the SHAP values of features individually. Thus, we cannot apply M2 to KernelSHAP as it estimates the SHAP values of all features together.
4.2 Approach for Solving TkIP-O

To solve TkIP-O, we start by noting that it is possible to reduce it to the ordering problem. In MAB the ordering problem involves ordering $d$ arms according to their expected payoffs. One way to apply this to TkIP-O is to solve the ordering problem for all $d$ features and return the top-$k$ features. This direct application of the MAB ordering problem is sample-inefficient as it unnecessarily orders all features. Instead, we take a two-step approach, where we first isolate the top-$k$ features by solving TkIP (P1) using Kernel/SamplingSHAP@k and then solve the ordering problem, just on the top-$k$ features (P2). We show in Theorem 3 that this two-step approach indeed provides a PAC solution for TkIP-O.

**Theorem 3.** Let $D^*$ be an $(\epsilon, \delta)$-PAC solution for TkIP. Let $D^1$ be an $(\epsilon, \delta)$-PAC solution to the ordering problem applied on $D^*$. Then $D^1$ is a $(\epsilon, \delta)$-PAC solution for TkIP-O.

4.3 Adapting SamplingSHAP and KernelSHAP To Solve the Ordering Problem

To solve the ordering problem in the context of SHAP values, we leverage two key ideas based on the LUCBRank (Katariya et al. 2018) algorithm to adapt Kernel/SamplingSHAP:

**M3. Pairwise overlap-based stopping condition.** We use a stopping condition that checks the pairwise overlap in CIs for every pair of successive ordered features to decide when the ordering problem has been solved. We introduce some notation to formally state the stopping condition. Let $D = \{1, 2, \ldots, d\}$ denote the set of features that we want to order. Let $D^i$ represent the current ordering of these features, with $D^i_j$ denoting the feature in the $r^{th}$ position. For the desired confidence $\delta$, we define a $\delta/d$ confidence interval $CI_i = [\alpha_i, \beta_i]$ as before, where $\hat{\delta}_i$ the current SHAP estimate, $\alpha_i = \hat{\delta}_i - Z(\delta/d) \sqrt{\sigma^2_i}$ and $\beta_i = \hat{\delta}_i + Z(\delta/d) \sqrt{\sigma^2_i}$. (Katariya et al. 2018) show that $D^1$ is an $(\epsilon, \delta)$-PAC solution if the following stopping condition is met:

$$\beta_{D^1} - \alpha_{D^1_{r+1}} \leq \epsilon, \forall r \in \{1, d - 1\}. \tag{13}$$

**M4. Greedy sampling scheme for ordering.** For SamplingSHAP, we use a greedy sampling scheme as described in Algorithm 2 (in Appendix B). This scheme improves sample efficiency by only sampling features for which the stopping condition hasn’t been met in each round. Note that this sampling scheme is incompatible with KernelSHAP as it requires the ability to sample SHAP values at a feature-level.

**KernelSHAP-O and SamplingSHAP-O.** By incorporating the above modifications, we develop KernelSHAP-O (KernelSHAP+M3) and SamplingSHAP-O (SamplingSHAP+M3+M4). These methods provide a sample-efficient way to solve the ordering problem. By using these methods in composition with Kernel/SamplingSHAP@k, we can obtain PAC solutions for TkIP-O.

5 Experiments

In this section, we perform evaluations to quantify the sample-cost and runtime improvements of our proposed methods for solving TkIP and TkIP-O.

5.1 Experimental Setup

Since there are no prior works that provide PAC solutions for TkIP-TkIP-O, we use Kernel/SamplingSHAP with the naive stopping condition as our baseline. Note that this baseline returns an ordered list of top-$k$ features and thus can be treated as an $(\epsilon, \delta)$-PAC solution for TkIP and TkIP-O. For TkIP, we compare the performance of Kernel/SamplingSHAP@k with that of their naive baseline counterparts. To solve TkIP-O, we first solve TkIP and then solve the ordering problem with the top-$k$ features. We evaluate two different combinations of our proposed methods: KernelSHAP@k + KernelSHAP-O and SamplingSHAP@k + SamplingSHAP-O. Note that for TkIP-O, the failure probability $(\delta)$ is split evenly between TkIP and the ordering problem. Additionally, for TkIP-O, we compare our proposed two-step approach against a direct application of the ordering problem by ordering all $d$ features and returning the top-$k$ features. We compare the performance of various methods in terms of sample-cost (i.e. number of function $f$ evaluations) and runtime.

Table 2 lists the datasets used in our experiments, along with a brief description of the prediction task, number of features, number of samples, and number of test samples.

<table>
<thead>
<tr>
<th>Datasets</th>
<th># Feat</th>
<th># Train</th>
<th># Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>German Credit (Hofmann 2013)</td>
<td>61</td>
<td>800</td>
<td>56</td>
</tr>
<tr>
<td>GMSC (Credit Fusion 2011)</td>
<td>11</td>
<td>96215</td>
<td>100</td>
</tr>
<tr>
<td>HELOC (FICO 2018)</td>
<td>23</td>
<td>8367</td>
<td>100</td>
</tr>
<tr>
<td>UCI Credit (Quinlan 1987)</td>
<td>15</td>
<td>522</td>
<td>66</td>
</tr>
</tbody>
</table>

Table 2: Datasets used in our experiments.
features, and train/test split. In each case, we train a 5-layer MLP model on the binary classification task using the training set for 100 epochs, and use this model to make predictions on the test set. For the negatively classified examples in the test set (indicating a high likelihood of the credit application being rejected), we use different methods to identify the Top-4 features (i.e. \( k = 4 \)) that contributed the most to the negative prediction in terms of their SHAP values. We use interventional SHAP for our experiments and use a positively classified example from the training set as our baseline.

5.2 Results

TkIP. Table 1 compares the average sample cost and runtime required by different methods to solve TkIP with \((\epsilon = 0.005, \delta = 10^{-6})\)-PAC guarantee across different datasets. Our evaluations show that Kernel/SamplingSHAP@k significantly outperform their baseline counterparts Kernel/SamplingSHAP (naive), offering improvements of \(5.8 \times 40\times\) in sample efficiency and \(6 \times 38.8\times\) in runtime. Furthermore, we find that SamplingSHAP@k has a consistently lower sample-cost and runtime compared to kernelSHAP@k. Interestingly, even in cases where the two methods have comparable sample-costs, SamplingSHAP@k has a significantly lower runtime. E.g. for the UCI credit dataset, the sample cost of SamplingSHAP@k compared to KernelSHAP@k improves by \(1.3\times\), whereas runtime improves by \(5\times\). The reason is that each KernelSHAP estimate is expensive to compute as it requires solving a weighted regression problem. In contrast, SamplingSHAP works by just computing a simple average, which requires much less compute, resulting in a faster runtime.

TkIP-O. Table 3 compares different methods for solving TkIP-O. Our proposed methods offer significant improvements of \(5 \times 20.4\times\) in sample cost and \(5 \times 19.4\times\) in runtime compared to the naive baseline. Our methods also outperform the direct application of the ordering problem to solve TkIP, highlighting the benefit of our proposed two-step approach. As before, SamplingSHAP@k+SamplingSHAP-O outperforms KernelSHAP@k+KernelSHAP-O in terms of both sample cost and runtime.

5.3 Sensitivity Studies

To understand how the accuracy parameter \(\epsilon\) influences the sample-efficiency of various methods, we perform sensitivity studies by varying \(\epsilon\) between \([0.005, 0.01]\). For different values of \(\epsilon\), we plot the sample cost and runtime of different methods for solving TkIP across the four datasets considered in our experiments. Due to space constraints, the results for this study are presented in Appendix C. In general, we find that the trends in Table 1 continue to hold across different values of \(\epsilon\). We refer the reader to Appendix C for a more detailed discussion of these results.

6 Limitations

The methods we propose inherently make the assumption that the sampling-based technique used to estimate SHAP values are unbiased. While this is true for SamplingSHAP, KernelSHAP does not satisfy this property as it can be biased. However, prior work has shown this bias to be negligibly small (Covert and Lee 2020) and also developed unbiased versions of KernelSHAP. It is important for any practical applications of our methods to be aware of such sources of bias that can interfere with PAC guarantees.

7 Conclusion

Motivated by applications in finance, we introduce and study the Top-k Identification problem (TkIP) and Ordered Top-k Identification problem (TkIP-O), where the goal is to identify an unordered/ordered set of \(k\) features that have the highest SHAP values. We leverage connections with multi-arm bandits to solve these problems efficiently. We show that TkIP can be reduced to a stricter variant of the Explore-m problem and TkIP-O can be viewed as a composition of TkIP and an ordering problem. This framing allows us to leverage algorithms from MAB literature to develop sample-efficient solutions. We develop Kernel/SamplingSHAP@k to solve TkIP and Kernel/SamplingSHAP-O to solve the ordering problem in TkIP-O. Experiments on credit-related datasets show that our proposed methods offer significant improvements in sample cost (up to \(40\times\)) and runtime (up to \(39\times\)).
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