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Abstract
A primary challenge of physics-informed machine learning (PIML) is its generalization beyond the training domain, especially when dealing with complex physical problems represented by partial differential equations (PDEs). This paper aims to enhance the generalization capabilities of PIML, facilitating practical, real-world applications where accurate predictions in unexplored regions are crucial. We leverage the inherent causality and temporal sequential characteristics of PDE solutions to fuse PIML models with recurrent neural architectures based on systems of ordinary differential equations, referred to as neural oscillators. Through effectively capturing long-time dependencies and mitigating the exploding and vanishing gradient problem, neural oscillators foster improved generalization in PML tasks. Extensive experimentation involving time-dependent nonlinear PDEs and biharmonic beam equations demonstrates the efficacy of the proposed approach. Incorporating neural oscillators outperforms existing state-of-the-art methods on benchmark problems across various metrics. Consequently, the proposed method improves the generalization capabilities of PIML, providing accurate solutions for extrapolation and prediction beyond the training data.

Introduction
In machine learning and artificial intelligence, generalization refers to the ability of a model to perform on previously unseen data beyond its training domain. This entails prediction of outcomes for a sample \(x\) that lies outside the convex hull of the training set \(X = \{x_1, \ldots, x_N\}\), where \(N\) is the number of training samples (Balestriero, Pesenti, and LeCun 2021). Current deep-learning models exhibit robust generalization on tasks like image (Su et al. 2023), and speech recognition (Chen et al. 2023), among others (Zhou et al. 2022). In physical sciences, state-of-the-art deep-learning models, also known as data-driven approaches, learn patterns and correlations from training data but lack intrinsic comprehension of the underlying governing laws of the problem (Liu et al. 2019; Alber et al. 2019). Despite their effective approximation of complex functions and relationships, these data-driven methods face challenges in generalizing to scenarios significantly different from the training distribution, resulting in a physical-agnostic methodology (Gu et al. 2022).

Limitations of data-driven methods, characterized by their inability to adhere to physical laws and their agnosticism towards underlying physics, underscore the need for deep learning models capable of effectively capturing fundamental physical phenomena, such as their structure and symmetry (Lee, Trask, and Stinis 2021). Adopting such learning approaches promises to enhance the generalization capabilities of the model significantly. Consequently, a growing interest has been in embedding physics principles into machine learning to develop physics-aware models such as physics-informed neural networks (PINNs) (Raisi, Perdikaris, and Karniadakis 2019). PINNs consider mathematical models of the underlying physical process, represented as partial differential equations (PDEs), and integrate them into the loss function during training.

Despite their popularity, experimental evidence suggests that PINNs might fail to generalize. Minimizing the PDE residual in PINN does not straightforwardly control the generalization error (Mishra and Molinaro 2023, 2022). Although PINNs and their subsequent enhancement aim to incorporate soft or hard physical constraints for robustness, they often struggle to achieve strong generalization (Kim et al. 2021; Daw et al. 2022a; Fesser, Qiu, and D’Amico-Wong 2023), Hence, simply embedding physical equations into the loss function need not necessarily guarantee genuine physics awareness or robustness beyond the training domain. Ideally, a physics-informed model must reproduce known physics in the training domain and exhibit predictive capabilities for new scenarios while respecting conservation laws and effectively handling variations and uncertainties in real-world applications. Attaining this level of physics awareness remains a crucial challenge in developing dependable and powerful physics-informed machine learning methods (Fukus and Tchelepi 2020; Shin, Darbon, and Karniadakis 2020).

One way to enhance the extrapolation power of PINNs is to dynamically manipulate the gradients of the loss terms, building upon a gradient-based optimizer (Kim et al. 2021). This method shares similarities with gradient-based techniques employed in domain generalization tasks (Wang et al. 2022). However, one drawback of such methods is the need for training until a specific user-defined tolerance in the...
loss is achieved, resulting in convergence issues and increased computational costs. We adopt a different strategy to tackle the generalization challenge by leveraging the inherent causality present in PDE solutions (Wang, Sankaran, and Perdikaris 2022). Leveraging causality enables us to enhance generalizability by learning the underlying dynamics that preserve the structure and symmetry of the underlying problem.

A recurrent neural network (RNN) might be capable of learning the dynamics owing to its remarkable success in various sequential tasks. Gated architectures, like long short-term memory (LSTM) (Hochreiter and Schmidhuber 1997) and gated recurrent unit (GRU) (Cho et al. 2014), have been mooted to address the exploding and vanishing gradient problem (EVGP) in vanilla RNNs (Pascanu, Mikolov, and Bengio 2013). However, EVGP can remain a concern as presented by Li et al. RNNs with orthogonality constraints on recurrent weight matrices are used to tackle EVGP (Henaff, Szlam, and LeCun 2016; Arjovsky, Shah, and Bengio 2016; Wisdom et al. 2016; Kerg et al. 2019). While this strategy alleviates EVGP, it may reduce expressivity and hinder performance in practical tasks (Kerg et al. 2019). We posit that neural oscillators (Lanthaler, Rusch, and Mishra 2023) offers a practical means to achieve high expressibility and mitigate EVGP. Neural oscillators use ordinary differential equations (ODEs) to update the hidden states of the recurrent unit, enabling efficient dynamic learning.

This paper introduces a new approach to address the generalization challenge. It employs a physics-informed neural architecture that learns the underlying dynamics in the training domain, followed by a neural oscillator to exploit the causality and learn temporal dependencies between the solutions at subsequent time levels. This extension of a physics-informed architecture helps increase the accuracy of a generalization task since neural oscillators carry a hidden state that retains information from previous time steps, enabling the model to capture and leverage temporal dependencies in the data.

We consider two different neural oscillators: coupled oscillatory recurrent neural network (CoRNN) (Rusch and Mishra 2020) and long expressive memory (LEM) (Rusch et al. 2021). Both methods use a coupled system of ODEs to update the hidden states. We ascertain the relative performance of these two oscillators on three benchmark nonlinear problems: viscous Burgers equation, Allen–Cahn equation, and Schrödinger equation. Additionally, we evaluate the performance of our method in generalizing a solution for the Euler–Bernoulli beam equation. To showcase the performance of the proposed framework for higher-dimensional PDEs, we performed an experiment on 2D Kovasznay flow as presented in supplementary material SM§C provided at (Kapoor et al. 2023b)

The remainder of the manuscript is structured as follows. The “Related Work” section provides an overview of pertinent literature and recent studies related to the current work. In the “Method” section, our approach for enhancing the generalization of physics-informed machine learning through integration with a neural oscillator is explained in detail. Our method is validated through a series of numerical experiments in the “Numerical Experiments” section. Finally, key findings and implications of this study are collated in the “Conclusions” section.

### Related Work

#### PIML

Our research aims to advance physics-informed models, a subset of machine learning techniques that address physical problems formulated as PDEs. PIML encompasses a range of methodologies, including physics-informed (Karniadakis et al. 2021), physics-based (Cuomo et al. 2022), physics-guided (Daw et al. 2022b), and theory-guided (Cuomo et al. 2022) approaches. The review papers (Karniadakis et al. 2021; Cuomo et al. 2022) provide a comprehensive overview of progress in PIML. Recently, PIML has demonstrated considerable utility in scientific and engineering disciplines, encompassing fluid dynamics (Raissi, Yazdani, and Karniadakis 2020) and materials science (Zhang et al. 2022), among others. Our primary focus is to improve PIML variants that integrate governing equations into the loss function during training to foster generalization, which involves advancing PINNs and their variations, such as causal PINNs (Wang, Sankaran, and Perdikaris 2022), and self-adaptive PINNs (McClenny and Braga-Neto 2023).

#### Domain generalization

Domain generalization focuses on training models to effectively handle unseen domains with diverse data distributions, even when trained on data from related but distinct domains (Zhou et al. 2022; Wang et al. 2022). In contrast, domain adaptation involves transferring knowledge from a labeled source domain to an unlabeled or partially labeled target domain, assuming access to some labeled data in the target domain (Shen et al. 2018). Our research shares the core principles with these fields but differs in that we learn exclusively from a single training set without using multiple domains, as in domain generalization, or having access to any target domain data, as in domain adaptation. Moreover, we do not employ any transfer learning techniques. Our task is to train solely on the training set and directly deploy the trained model on the test region.

#### Generalization in PIML

Despite limited research on the generalization of physics-informed models, some studies have specifically focused on generalizing PINNs. One noteworthy approach is the dynamic pulling method (DPM) (Kim et al. 2021), which utilizes a gradient-based technique to extend the solution of nonlinear benchmark problems beyond the trained convex hull $X$, focusing on generalizing solutions in the temporal domain. Other investigations have centered on generalizing the parameter space for parametric PDEs, employing techniques like curriculum learning, sequence-to-sequence learning (Krishnapriyan et al. 2021) and incremental learning (Dekhovich et al. 2023). However, these approaches involve training and testing within the convex hull of the parameter space, which differs from the focus and approach to our work.

#### Neural oscillators

Oscillator networks are ubiquitous in natural and engineering systems, exemplified by pendulums (classical mechanics) and heartbeats (biology). A growing trend involves building RNN architectures based on ODEs
and dynamical systems (Chen et al. 2018; Rubanova, Chen, and Duvenaud 2019; Chang et al. 2019; Rusch and Mishra 2021). Recent research has abstracted the fundamental nature of functional brain circuits as networks of oscillators, constructing RNNs using simpler mechanistic systems represented by ODEs while disregarding complex biological neural function details. Driven by the long-term memory of these oscillators and inspired by the universal approximation property (Lanthaler, Rusch, and Mishra 2023), our goal is to integrate them with physics-informed models to enhance generalization.

**Method**

The proposed framework comprises a feedforward neural network informed by physics (such as PINN, causal PINN, self-adaptive PINN, or any other physics-guided architecture), followed by a neural oscillator. For example, we combine PINN with the coupled oscillatory recurrent neural network (CoRNN) or the long expressive memory (LEM) model. The output of the PINN serves as input to the oscillator. The PINN learns a solution within a convex training hull \(X_1 = D \times T\), where \(D \in \mathbb{R}^d\) is the \(d\)-dimensional spatial domain and \(T \in \mathbb{R}\) is the temporal domain of the PDE. In our experiments, \(d = 1\).

The neural oscillator processes the PINN’s output as sequential data and predicts solutions within a different convex testing hull \(X_2\). The hulls are distinct, \(X_1 \nsubseteq X_2\), and \(X_2 \nsubseteq X_1\). For example, \(X_2 = D \times T'\), where \(D\) is the same spatial domain but \(T' \in \mathbb{R}\) is the extrapolated temporal domain with \(\inf(T') \geq \sup(T)\), which implies that testing is performed on time \(t' \in T'\geq t \in T\).

The PINN maps the input space \(X_1\) onto the solution space \(U\), such that a solution of the PDE \(u \in U\). This mapping enables learning the evolution of \(u\) from a given initial condition. The abstract formulation of an operator \(\mathcal{N}\) incorporating the PDE and initial and boundary conditions is

\[
\mathcal{N}(u) = f, \tag{1}
\]

where \(f\) is the source term. The loss function of an abstract PINN is formed by minimising the residuals of (1) along with the available data on boundaries and at the initial time.

Following the PINN training on \(X_1\), its testing is conducted on \(k_1\) uniform time steps in \(T\) and \(k_2\) uniform locations in \(D\) making a total of \(k_1 \cdot k_2\) testing points within \(X_1\). The solution obtained from the PINN is reshaped to be further fed into the neural oscillator (Fig. 1).

Conventional feed-forward neural networks lack explicit mechanisms to learn dependencies among outputs, presenting a fundamental challenge in handling temporal relationships. To mitigate this challenge, recurrent neural architectures preserve a hidden state to retain information from previous time steps, thereby improving sequence learning. We employ neural oscillators to treat the PINN’s outputs as a sequence. The motivation arises from feed-forward neural networks, where all outputs are independent, whereas sequence learning requires capturing temporal dependencies. Neural oscillators capture these dependencies through feedback loops and hidden states, enabling information propagation and temporal dependency capture.

While training an oscillator, its hidden states are updated using the current input and the previous hidden states, akin to vanilla RNNs. The fundamental distinction between vanilla or gated RNNs and neural oscillators lies in the hidden state update methodology. In neural oscillators, these updates are based on systems of ODEs, in contrast to algebraic equations used in typical RNNs. When employing CoRNN, the hidden states are updated through the second-order ODE

\[
y'' = \sigma(Wy + Wy' + Vu + b) - \gamma y - \epsilon y'. \tag{2}
\]

Here, \(y = y(t) \in \mathbb{R}^m\) is the hidden state of the RNN with weight matrices \(W, W' \in \mathbb{R}^{m \times m}\) and \(V \in \mathbb{R}^{m \times k}\); \(t\) corresponds to the time levels at which the PINN’s testing has
been performed; \( u = u(t) \in \mathbb{R}^{k_2} \) is the PINN solution; \( b \in \mathbb{R}^m \) is the bias vector; and \( \gamma, \epsilon > 0 \) are the oscillatory parameters. We set the activation function \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \) to \( \sigma(u) = \tanh(u) \). Introducing \( z = y'(t) \in \mathbb{R}^m \), we rewrite (2) as the first-order system

\[
y' = z, \quad z' = \sigma(Wy + Wz + Vu + b) - \gamma y - \epsilon z. \quad (3)
\]

We use an explicit scheme with a time step \( 0 < \Delta t < 1 \) to discretize these ODEs,

\[
y_n = y_{n-1} + \Delta t z_n, \quad z_n = z_{n-1} + \Delta t \sigma(Wy_{n-1} + Wz_{n-1} + Vu_{n} + b) - \Delta t \gamma y_{n-1} - \Delta t \epsilon z_{n-1}. \quad (4)
\]

Similarly, LEM updates the hidden states by solving the ODEs

\[
y' = \hat{\sigma}(W_2 y + V_2 u + b_2) \odot [\sigma(W_y z + V_y u + b_y) - y]
\]

\[
z' = \hat{\sigma}(W_1 y + V_1 u + b_1) \odot [\sigma(W_z y + V_z u + b_z) - z]. \quad (5)
\]

In addition to previously defined quantities, \( W_{1,2}, W_{y,z} \in \mathbb{R}^{m \times m} \) and \( V_{1,2}, V_{y,z} \in \mathbb{R}^{m \times k_2} \) are the weight matrices; \( b_{1,2} \) and \( b_{y,z} \in \mathbb{R}^m \) are the bias vectors; \( \hat{\sigma} \) is the sigmoid activation function; and \( \odot \) refers to the componentwise product of vectors. A discretization of (5) similar to CoRNN yields

\[
\Delta t_n = \Delta t \hat{\sigma}(W_1 y_{n-1} + V_1 u_{n} + b_1)
\]

\[
\Delta t_n = \Delta t \hat{\sigma}(W_2 y_{n-1} + V_2 u_{n} + b_2)
\]

\[
z_n = (1 - \Delta t_n) \odot z_{n-1} + \Delta t_n \odot \sigma(W_z y_{n-1} + V_z u_{n} + b_z) \quad (6)
\]

\[
y_n = (1 - \Delta t_n) \odot y_{n-1} + \Delta t_n \odot \sigma(W_y z_{n} + V_y u_{n} + b_y).
\]

Both CoRNN and LEM are augmented with a linear output state \( \omega_n \in \mathbb{R}^{k_2} \) with \( \omega_n = Q y_n \) and \( Q \in \mathbb{R}^{k_2 \times m} \).

We train the PINN and the neural oscillator separately to leverage the resolution-invariance property of physics-informed learning during training. While neural oscillators require evenly spaced data, a PINN can be trained discretization-invariantly, allowing flexibility in handling multi-resolution data, such as using different sampling techniques (Daw et al. 2022a). The PINN is trained until a predefined epoch or until its validation error stabilizes in consecutive epochs and is then employed in inference to generate training data for the oscillator. Subsequently, the oscillator learns a mapping between the PINN outputs from one-time level to the next, forming a sequential relationship.

**Numerical Experiments**

We validate the proposed framework on three time-dependent nonlinear PDEs and a fourth-order biharmonic beam equation. The software and hardware environments used to perform the experiments are as follows: UBUNTU 20.04.6 LTS, PYTHON 3.9.7, NUMPY 1.20.3, SCIPY 1.7.1, MATPLOTLIB 3.4.3, TENSORFLOW-GPU 2.9.1, PYTORCH 1.12.1, CUDA 11.7, and NVIDIA Driver 515.105.01, 17 CPU, and NVIDIA GeForce RTX 3080.

**PDEs**

The four equations—viscous Burgers equation, Allen-Cahn (AC) equation, nonlinear Schrödinger equation (NLS) and Euler-Bernoulli beam equation—along with their boundary and initial conditions are provided in the supplementary material SM§B. For training/testing, we divide the entire time domain into two segments: \( T := [0, T_{\text{train}}] \) and \( T' := (T_{\text{train}}, T_{\text{test}}) \), where \( T_{\text{test}} > T_{\text{train}} > 0 \). Our task is to predict the PDE solution in the convex testing hull \( X_2 = D \times T' \) after the model has been trained on the convex training hull \( X_1 = D \times T \). For all the problems, \( T_{\text{train}} = 0.8 T_{\text{test}} \), dividing the training and test sets in the ratio 4 : 1, following the work of DPM (Kim et al. 2021) to maintain uniformity. The domain for each PDE, i.e., \( D, T \) and \( T' \), is defined in SM§B.

**Baselines**

Our objective is to make predictions beyond \( X_1 \), i.e., on \( X_2 \), and to assess how well the trained mod-
Table 1: The generalization accuracy in terms of the relative errors in the L2-norm, the explained variance error, the max error, and the mean absolute error for nonlinear benchmark PDEs. Higher (or lower) values are preferred, corresponding to ↑ (or ↓).

<table>
<thead>
<tr>
<th>PDE</th>
<th>L2-norm (↑)</th>
<th>Explained variance score (↑)</th>
<th>Max error (↑)</th>
<th>Mean absolute error (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vis. Burgers</td>
<td>0.083</td>
<td>0.0001</td>
<td>0.9995</td>
<td>1.534</td>
</tr>
<tr>
<td>Allen–Cahn</td>
<td>0.182</td>
<td>0.0049</td>
<td>0.9956</td>
<td>0.836</td>
</tr>
<tr>
<td>Schrödinger</td>
<td>0.141</td>
<td>0.0426</td>
<td>0.9944</td>
<td>3.829</td>
</tr>
</tbody>
</table>

Figure 3: Top two rows: the complete reference solution and predictions for the Allen-Cahn equation. Bottom: the solution snapshots at \( t = \{0.81, 0.99\} \) obtained in the generalization region.

Figure 4: Top two rows: the complete reference solution and predictions for the Schrödinger equation. Bottom: the solution snapshots at \( t = \{1.28, 1.5\} \) obtained in the generalization region.

Hyperparameters  To predict a solution to Burgers equation in \( X_t \) using PINNs, 1600 training points are used, comprising 1000 residual points and 600 points for boundary and initial time. The feedforward neural network has two inputs, space \( x \in D \) and time \( t \in T \). Four hidden layers, each containing 20 neurons, and hyperbolic tangent (\( \tanh \)) activation function are used to predict the approximation of the solution \( u \in U \). Optimization is performed using the LBFGS algorithm for 3500 epochs. For the Euler-Bernoulli beam equation, 16000 training points are distributed as 10000 residual points and 6000 points designated for both initial and boundaries. The hyperparameters are kept the same as in the viscous Burgers equation. Allen-Cahn and Schrödinger equations are simulated using the software DeepXDE (Lu et al. 2021) with the default hyperparameters described therein.

The input and output size of the recurrent networks is
taken to be $k_x$, with a single hidden layer of size 32. The sequence length is chosen to be $k_t$. The exact values of $k_x$, and $k_t$ are defined in the “Train and test criteria” subsection for each equation. ADAM optimizer is used to train the recurrent networks. The learning rates for LEM, CoRNN, GRU, LSTM, and RNN are 0.001, 0.001, 0.01, 0.01, and 0.01, respectively, across all equations. For Schrödinger equation, a learning rate of 0.01 is used to train the LEM. In the case of CoRNN, two additional hyperparameters, $\gamma$ and $\epsilon$, are set to 1.0 and 0.01, respectively. The number of epochs executed for Burgers and Allen–Cahn equations is 20,000, while for Schrödinger equation, it is 30,000. Lastly, 200,000 epochs are performed for the Euler–Bernoulli beam equation.

**Evaluation metrics** For the first three experiments, the errors are reported relative to the numerical solutions of the corresponding PDEs. The reference for the Euler–Bernoulli beam equation is an analytical solution described in SM§B. As the criteria for assessment, we employ standard evaluation metrics: the relative errors in the L2-norm, the explained variance score, the maximum error, and the mean absolute error, defined in SM§D. Each of these metrics provides distinct insights into the performance. Furthermore, we present visual snapshots of both the reference and approximate solutions at specific time instances. Additional snapshots and contour results are provided in SM§C.

**Train and test criteria** The trained PINN is tested on $k_t \cdot k_x$ points in $X_1$. For the Burgers equation and the Euler–Bernoulli beam equations, we set $k_x = 256$ and $k_t = 80$. For the Allen-Cahn equation, $k_x = 201$ and $k_t = 80$. For the Schrödinger equation, $k_x = 256$ and $k_t = 160$.

The PINN output provides input to train the neural oscillators, adhering to the specified hyperparameter configuration. After training the neural oscillator on $X_1$, testing is extended to $X_2$. This testing sequence commences at inf($T'$) as the initial input. The ensuing output is then utilized as the input for the subsequent sequence (Fig. 1). Such testing is crucial since, in practical scenarios, knowledge about the solution $u$ in $X_2$ is absent. Thus, the solely available information for generalization is derived from the predicted solution within $X_2$. This testing process is iterated until reaching sup($T'$). The domains $X_1$, $X_2$ and $T'$ for all the equations are provided in SM§B.

**Experimental Results**

Tables 1 and 2 collate the overall performance metrics for the oscillator-based methods (LEM, CoRNN) in comparison with DPM, RNN, LSTM and GRU. The results show that LEM exhibits significantly superior performance across all the benchmark problems.

**Viscous Burgers equation** Figure 2 provides a visual comparison between the reference solution (Fig. 2(a)) and its counterparts generated with GRU, CoRNN and LEM (Figs. 2(b)–2(d), respectively). GRU struggles to accurately capture the solution of Burgers equation, leading to the loss in prediction accuracy as time $t$ increases. Our methods based on CoRNN and LEM exhibit notably improved predictive accuracy, even when $t$ approaches the end of the time domain. Figures 2(e)–2(j) provide further insights into the solution at time instances $t = 0.83, 0.98$. They reveal that LEM outperforms the alternative methods across the entire space-time domain. The performance of CoRNN is comparable to that of LEM, producing reasonably accurate predictions. These findings underscore the significance of neural oscillators in precise generalization. Additional experiments on sensitivity analysis of oscillator parameter ($\Delta t$) along with an ablation study on CoRNN parameters $\epsilon$ and $\gamma$ is presented in SM§C. Additionally, the generalization in parametric space (Kapoor et al. 2023a) is also presented in SM§C.

**Allen-Cahn equation** In Figure 3, the reference solution of the Allen-Cahn equation is compared to its counterparts generated with GRU, CoRNN and LEM. Our oscillator-based methods (CoRNN and LEM) yield the most precise approximations in the generalization domain (Figs. 3(a)–3(d)). The LEM-based solution exhibits a nearly symmetric behavior with respect to $x = 0$, demonstrating its ability to preserve the symmetry and structure of the solution. At $t = 0.81$, all three methods display a similar level of accuracy (Figs. 3(e)–3(g)). However, as time advances, e.g., at $t = 0.99$, the performance of LEM surpasses that of
<table>
<thead>
<tr>
<th>PDE</th>
<th>L2-norm (↑)</th>
<th>Explained variance score (↑)</th>
<th>Max error (↓)</th>
<th>Mean absolute error (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>LSTM</td>
<td>GRU</td>
<td>LEM</td>
<td>RNN</td>
</tr>
<tr>
<td>Vis. Burgers</td>
<td>0.4154</td>
<td>0.4635</td>
<td>0.3768</td>
<td>0.0001</td>
</tr>
<tr>
<td>Allen–Cahn</td>
<td>0.0658</td>
<td>0.0570</td>
<td>0.0093</td>
<td>0.0004</td>
</tr>
<tr>
<td>Schrödinger</td>
<td>0.3170</td>
<td>0.0502</td>
<td>0.0218</td>
<td>0.0034</td>
</tr>
<tr>
<td>Euler–Bernoulli</td>
<td>4.6509</td>
<td>2.1198</td>
<td>2.9176</td>
<td>0.0593</td>
</tr>
</tbody>
</table>

Table 2: The generalization accuracy in terms of the relative errors in the L2-norm, the explained variance error, the max error, and the mean absolute error for various PDEs. Higher (or lower) values are preferred, corresponding to ↑ (or ↓).

Schrödinger equation Figure 4 illustrates a comparison between the reference solution of Schrödinger equation and its counterparts generated with GRU, CoRNN and LEM. Rather than plotting the real and imaginary parts of this solution, Figs. 4(a)–4(d) exhibit its magnitude, $|u(x,t)|$: the solutions are visually indistinguishable. The three approximations are accurate at time $t=1.28$ (Figs. 4(e)–4(g)), but the GRU- and CoRNN-based solutions at $t=1.5$ have errors around $x=0$ whereas the LEM-based solution retains its accuracy within that region (Figs. 4(f)–4(j)).

Euler-Bernoulli beam equation In Figure 5, we compare the analytical solution of the Euler-Bernoulli beam equation to approximate solutions obtained with GRU, CoRNN and LEM. The intricacy of this linear equation stems from the presence of fourth-order derivatives (Kapoor et al. 2023c; Cao, Goswami, and Karniadakis 2023), rendering it a compelling challenge for the proposed methodology. The visual comparison afforded by Figs. 5(a)–5(d) demonstrates the superiority of the LEM-based solution and the inferiority of the GRU-based one. At $t=0.83$, all three approximations are qualitatively correct, with various degrees of accuracy (Figs. 5(e)–5(h)). At $t=0.98$, the GRU-based solution is not only inaccurate but is also qualitatively incorrect, while the oscillator-based approximators correctly predict the system’s behavior (Figs. 5(h)–5(i)).

Conclusion

We introduced a method that combines neural oscillators with physics-informed neural networks to enhance performance in unexplored regions. This novel approach enables the model to learn the long-time dynamics of solutions to the governing partial differential equations. We demonstrated the effectiveness of our method on three benchmark nonlinear PDEs: viscous Burgers, Allen-Cahn, and Schrödinger equations, as well as the biharmonic Euler-Bernoulli beam equation. Our results showcase the improved generalization performance of the PIML augmented with neural oscillators, which outperforms state-of-the-art methods in various metrics. The codes to reproduce the presented results are provided at https://github.com/taniyakapoor/AAAI24_Generalization_PIML.
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