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### Abstract

Spreadsheets are a vital tool for end-user data management. Using large language models for formula authoring assistance in these environments can be difficult, as these models are expensive to train and challenging to deploy due to their size (up to billions of parameters). We present FLAME, a transformer-based model trained exclusively on Excel formulas that leverages domain insights to achieve competitive performance while being substantially smaller (60M parameters) and training on two orders of magnitude less data. We curate a training dataset using sketch deduplication, introduce an Excel-specific formula tokenizer, and use domain-specific versions of masked span prediction and noisy auto-encoding as pre-training objectives. We evaluate FLAME on formula repair, formula completion, and similarity-based formula retrieval. FLAME can outperform much larger models, such as the Davinci (175B) and Cushman (12B) variants of Codex and CodeT5 (220M), in 10 of 14 evaluation settings for the repair and completion tasks. For formula retrieval, FLAME outperforms CodeT5, CodeBERT, and GraphCodeBERT.

### Introduction

Spreadsheets remain an important data management and processing tool for end-users (Rahman et al. 2020) and estimates of the number of spreadsheet users are in the billions (Morgan Stanley). However, despite a large user base, spreadsheet environments still do not have access to nearly the same range of productivity tools available for general programming environments. The latter typically have code completion, refactoring, linting, and a wide range of extensions for additional functionality, like generating tests, inserting code snippets, and summarizing code. Many of these recent advancements in programming assistance tools are driven by large language models (LLMs) trained on code (Chen et al. 2021a; Xu et al. 2022; Fried et al. 2022; Nijkamp et al. 2022), and include features for code completion (GitHub 2021), repair (Joshi et al. 2022), and automated reviews (Li et al. 2022).
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To capture the complexity and variety of code and comments in different languages, these models need billions of parameters (Codex has 12B and 175B variants), are trained for long periods of time on millions of programs (Incoder was trained on 159GB of code for 24 days), and result in expensive inference due to hardware requirements. For tasks constrained to a spreadsheet formula language without natural language interaction, such as repairing a broken spreadsheet formula, a substantial amount of such models’ expressive power is left unused. This raises the question: can we substantially reduce the model size by focusing on spreadsheets and exclusively on the formula-language used to carry out computations in such an environment?

In this paper, we present FLAME, a Formula LAnguage Model for Excel trained exclusively on Excel formulas. FLAME is based on T5-small (Raffel et al. 2020) and has only 60 million parameters, yet it can compete with much larger models (up to 175B parameters) on last-mile formula repair and formula completion. Additionally, we compare FLAME to CodeT5, CodeBERT, and GraphCodeBERT on...
We now describe the FLAME architecture and pre-training process (training data, tokenization and objectives).

**Architecture**

Encoder models like CodeBERT (Feng et al. 2020) show remarkable code understanding capabilities. Decoder models like CodeGen (Nijkamp et al. 2022) and Codex (Chen et al. 2021a), PolyCoder (Xu et al. 2022) and others. These models are trained on multiple programming languages and use language-agnostic pre-training objectives. In contrast, FLAME focuses on a single domain and uses domain-specific objectives. BART (Lewis et al. 2020) and UL2 (Tay et al. 2022) introduced similar objectives in the domain of natural language.

To train FLAME, we perform syntax-aware deduplication within workbooks to avoid repeating similar formula structures typical in spreadsheet environments. Allamanis (2019) highlighted the related problem of duplication in traditional sources used for training machine learning models for code.

We evaluate FLAME’s ability to perform last-mile formula repair (Bavishi et al. 2022), completion, and similar formula retrieval. Prior work in the repair domain includes DeepFix (Gupta et al. 2017), BIFI (Yasunaga and Liang 2021), Dr.Repair (Yasunaga and Liang 2020), TFix (Berabi et al. 2021), and RING (Joshi et al. 2022), which use deep learning to perform syntax, compilation, or diagnostics repair in general-purpose programming languages. Popular general auto-completion systems include GitHub Copilot in VS Code (GitHub 2021). There is a long history of language models being used for retrieval tasks (Tao et al. 2006; Zhao and Yun 2009; Song and Croft 1999; Gao et al. 2004). This work is complementary as FLAME is exclusively designed for spreadsheet environments and is only trained on formulas (and not the associated data context).

In the spreadsheet domain, SpreadsheetCoder (Chen et al. 2021b) predicts simple formulas from the data context. HermEs (He et al. 2023) leverages a table encoder (TuTA) to generate a formula using hierarchical decoding. Previous work has also shown that pre-training over table and code data can improve table task performance (Dong et al. 2022; Singh et al. 2023). This body of work trains on spreadsheet table contents for tasks such as in-context formula prediction or general spreadsheet intelligence. In contrast, FLAME exclusively uses formulas and pre-trains a general formula model that we fine-tune for tasks like repair.
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Pre-training
We use a combination of two existing (tail masking and noisy auto-encoding) and two adapted pre-training objectives (language-aware masked span prediction and user-inspired denoising). An overview is shown in Figure 3.

Tail masking (TM) We perform tail masking (Lewis et al. 2020) on the character level, where the model has to predict the trailing \{30\%, 40\%, \ldots, 70\%\} of characters given the prefix.

Language-aware masked span prediction (laMSP) We apply masked span prediction but force each span to respect Excel lexer boundaries. For example, when an Excel cell reference \texttt{BC18} is divided into four tokens \texttt{B C 1 8}, we ensure that either all or none of its constituent tokens is masked. Consecutive masked tokens are represented with a single \texttt{<mask>} token. Inspired by Mixture-of-Denoisers (Tay et al. 2022), we mask spans of tokens using combinations of high (35\%) and low (15\%) masking rates, and long (6 tokens) and short (2 tokens) average span lengths.

Random noise (RN) We randomly corrupt (insert, delete, or update) 10\% of tokens in the input sequence.
User-inspired noise (UN) We introduce 17 noise operators that mirror mistakes that real users might make when writing Excel formulas. These operators are based on a combination of questions on help forums, our analysis of a user-study and our domain expertise. For example, users often write formulas with the incorrect function arity for built-in functions such as SUMIF. While pre-training, we randomly choose one of these operators to introduce noise into the input.

Following Tay et al. (2022) and Chang et al. (2020), rather than apply all pre-training objectives on every batch and then combine losses, we pick a single objective for each batch. We use a higher probability for lanMSP, as it contains four more combinations of high and low mask rates and long and short span lengths. Empirically, we found these probabilities for objective sampling to perform well: 50% lanMSP, 20% TM, 20% UN, and 5% RN. We leave the sequence intact with a 5% probability to mitigate the risk that the model learns to change all sequences (ignoring correctness/completeness). 2

Downstream Tasks

We consider three different downstream tasks: last-mile repair, formula completion and formula retrieval.

Last-mile Repair

Last-mile repair refers to repairs that require few edits and fix syntax and simple semantic errors, such as wrong function call arity (Bavishi et al. 2022). In this setting, FLAME is given the buggy formula as the input sequence, and the task is to generate the intended (valid) formula.

Example 1. A wrong arity mistake in ISERROR.
Buggy: =IF(ISERROR(G6 *1.2, "")
Repaired: =IF(ISERROR(G6 *1.2), "")

Fine-tuning We create a fine-tuning dataset for all systems by taking 200K well-formed formulas from Excel help forums 3 and randomly applying our user-inspired noise operators to generate broken formulas.

Evaluation We evaluate all systems on two benchmarks. We use the 273 labeled Excel formulas used in recent last-mile repair literature (Joshi et al. 2022), which was sourced from Excel help forums, and refer to this benchmark set as FLAME. In addition, we reserve a split of randomly sampled 500 formulas derived using the same procedure as our fine-tuning dataset to create a Synthetic benchmark set. We report the fraction of exact matches in top-1 and top-5 candidates for each system. Before comparing, we normalize formulas by capitalizing cell references and identifiers, and removing whitespace tokens.

Formula Completion

Code completion (given a prefix) is a popular code task for language models. We perform this task on formulas.

Example 2. Formula completion.
Prefix: =B2<=EDATE(
Completion: =B2<=EDATE(TODAY(),-33)

Fine-tuning We curated a fine-tuning dataset for completion by tokenizing 189k formulas and sampling a prefix length of {0.2, 0.5, 0.75, 0.90} fraction of tokens.

Evaluation We evaluate completion on a single benchmark, consisting of the 273 ground truth formulas from the last-mile repair Forum benchmark. We predict completions given a {0.5, 0.75, 0.90}% prefix. Some parts of formulas are hard to predict without more context (Guo et al. 2021), such as cell references, sheet names, string literals, and numbers. Therefore, in addition to exact match, we also consider sketch match for completion with respect to the ground truth. For example, in Example 2, the number −33 is highly contextual, so in a sketch we match with its token type (number).

Similar Formula Retrieval

A key task in data management is to perform efficient information retrieval based on a user query. In this downstream task, we embed a formula to retrieve similar formulas. We use mean pooling to convert token embeddings from FLAME’s encoder to a fixed-size embedding (Reimers and Gurevych 2019).

Example 3. Given three formulas
\begin{align*}
\text{VLOOKUP}($A1$, $A$!$A$1:$AY$132, 42, FALSE) \\
\text{VLOOKUP}($P6$, 'Other'!$A$3:$C$6, 3, FALSE) \\
C1:\text{VLOOKUP}(Al, 'F'!$A$3:$D$16, 4, FALSE)
\end{align*}
the edit similarity is higher between the first two formulas compared to the first and third. The embedding similarity should reflect this.

Evaluation We sample 10K formulas from the public Enron spreadsheet corpus (Hermans and Murphy-Hill 2015) and mask constants. We then compute all pairwise similarities using the Levenshtein edit similarity over lexer tokens. Instead of fine-tuning the whole encoder, we train two fully connected layers that transform the embeddings of a pair of formulas to make their cosine similarity match the edit similarities (Houlsby et al. 2019).

Evaluation We evaluate formula retrieval on a collection of 1000 formulas from the Enron corpus—also pre-processed as in the previous section. We compare the Pearson’s correlation between the pairwise cosine similarity over embeddings and the (desired, but expensive) target token edit similarity.

Evaluation We perform experiments to answer the following research questions:

- RQ1: How does FLAME perform on formula repair, completion, and similarity formula retrieval compared to substantially larger language models?
We fine-tune FLAME with a patience of 5 epochs. We fine-tune FLAME (temperature = 0.7) and sample 50 sequences per task. We sort these sequences based on their average token log probabilities (Joshi et al. 2022). For CodeT5, we use beam search (width = 50), and we consider the top 50 sequences.

**Training Details**

We pre-train FLAME for 10 epochs and fine-tune CodeT5 and FLAME on a cluster with 16 AMD MI200s, 96 cores and 900 GB RAM. We use an AdaFactor optimizer with 1e-4 learning rate, clip factor of 1.0, and a linear learning rate schedule with 100 warm-up steps. We fine-tune FLAME for 2 epochs for repair and completion and fine-tune CodeT5 for 25 epochs with a patience of 5 epochs. We fine-tune FLAME and others for 10 epochs for the formula retrieval experiments. For fine-tuning, we use a weight decay of 0.1. We carry out all Codex experiments on a cluster with 8 V100s, 40 cores, and 672 GB RAM. For Codex fine-tuning, we use LoRA (Hu et al. 2021).

**RQ2: Downstream Performance**

We compare FLAME to the (much larger) models summarized in Table 1. For Codex baselines, we use nucleus sampling (Holtzman et al. 2019) (temperature = 0.7) and sample 50 sequences per task. We sort these sequences based on their average token log probabilities (Joshi et al. 2022). For CodeT5, we use beam search (width = 50), and we consider the top 50 sequences.

**Baselines and Configurations**

We compare FLAME to the (much larger) models summarized in Table 1. For Codex baselines, we use nucleus sampling (Holtzman et al. 2019) (temperature = 0.7) and sample 50 sequences per task. We sort these sequences based on their average token log probabilities (Joshi et al. 2022). For CodeT5, we use beam search (width = 50), and we consider the top 50 sequences.

We compare FLAME to other language models, including substantially larger ones, on three formula intelligence tasks.

**Last-mile repair**

We fine-tune FLAME, CodeT5, and Cushman and use few-shot prompts with three shots for Davinci. Even though noisy auto-encoding closely resembles last-mile repair, we find that fine-tuning FLAME helps direct it towards a particular task.

We summarize the results in Table 2. Overall, the Forum benchmark is more difficult, with all models scoring lower at top-1 compared to the Synthetic benchmark (with the exception of Davinci, which may have observed more forum content in its training). Because FLAME’s pre-training incorporates noise operations that are inspired by real-user mistakes, we find that FLAME achieves similar performance to the much larger Davinci model at both top-1 and top-5 on the Forum benchmark. Cushman, which we fine-tune on similar noise operations, shows the most consistently strong performance. We also find that a general-purpose code model, like CodeT5, despite being fine-tuned on spreadsheet formula errors substantially lags on real user mistakes.

The bottom section of Table 2 shows performance without fine-tuning of FLAME, and without examples for Codex. Because of the denoising objectives, FLAME performs better than Codex baselines. Especially at top-1, fine-tuning helps FLAME perform the right task.

In Figure 4, we show examples where FLAME gets the correct fix and other models do not, and vice versa. We note that in some cases, FLAME’s fixes appear to be more natural, but fail to match the user’s ground truth repair.

FLAME’s substantially smaller model size can facilitate model training and deployment. To demonstrate this empirically, we consider the average inference latency for the last-mile repair task. We focus on this task as it can be directly translated to a user task (repairing formulas) and in contrast to completion, where model performance may vary based on the length of prefix, all models have the same input. We carry out all measurements on a CPU to emulate client-side deployment, where a GPU may not be available. Figure 5 shows each model’s last-mile repair rate (with a top-5 cutoff) and the average latency (seconds) to generate repair candidates for the Forum dataset. Cushman and Davinci results include network time as they are only available through an API. Davinci is used in a few-shot setting, and all other models are fine-tuned. CodeT5 (60M) and FLAME have the lowest, and comparable, latency. However, FLAME achieves a substantially higher repair rate compared to CodeT5.

**Formula completion**

The auto-regressive nature of Codex models and FLAME’s pre-training allows us to evaluate their zero-shot performance for formula completion. Note that we fine-tune CodeT5 for this task as it is pre-trained on smaller span lengths (1 to 5 tokens) and generates special mask tokens (\textless MASK1\textgreater ) in a zero-shot setting. We compute exact match and sketch match with top-5 results.

Table 3 summarizes our results. FLAME completions reflect correctly chosen cell references and other constants, and function names, and thus obtains a higher exact match rate across all prefix cutoffs. When we consider sketch match, which ignores cell reference and constant differences, we

---

**Table 1: Architecture and size comparisons for models**

<table>
<thead>
<tr>
<th>System</th>
<th>Architecture</th>
<th># parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Codex-Cushman</td>
<td>Decoder</td>
<td>12 billion</td>
</tr>
<tr>
<td>Codex-Davinci</td>
<td>Decoder</td>
<td>175 billion</td>
</tr>
<tr>
<td>CodeT5 base</td>
<td>Encoder-Decoder</td>
<td>220 million</td>
</tr>
<tr>
<td>FLAME (ours)</td>
<td>Encoder-Decoder</td>
<td>60 million</td>
</tr>
</tbody>
</table>

**Table 2: Performance for last-mile repair. The top section reports fine-tuned and few-shot (FS) results, the bottom section reports zero-shot (ZS) and un-fine-tuned results. With fine-tuning, FLAME outperforms larger models in the Forum benchmark at top-5, and comes in second at top-1. Without fine-tuning or examples, FLAME outperforms other models. (best and second best)**

<table>
<thead>
<tr>
<th>System</th>
<th>Forum Synthetic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T@1</td>
</tr>
<tr>
<td>Cushman</td>
<td>0.79</td>
</tr>
<tr>
<td>Davinci (FS)</td>
<td>0.76</td>
</tr>
<tr>
<td>CodeT5-base</td>
<td>0.70</td>
</tr>
<tr>
<td>CodeT5-small</td>
<td>0.72</td>
</tr>
<tr>
<td>FLAME</td>
<td>0.76</td>
</tr>
<tr>
<td>Cushman (ZS)</td>
<td>0.55</td>
</tr>
<tr>
<td>Davinci (ZS)</td>
<td>0.60</td>
</tr>
<tr>
<td>FLAME</td>
<td>0.71</td>
</tr>
</tbody>
</table>

---

4We fine-tuned Codex-Cushman and FLAME but observed worse performance, possibly from over-fitting.
The user wants to assign "yes" if the sheets from Jan 13 to Apr 13 are empty, else keep them as "no".

**Buggy**

```
```
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```

Figure 4: Repair tasks with diverging performance. In Example 1, the user did not use the AND function and missed double quotes around string literals yes and no. FLAME fixes this (in top-5), while other models fail. In Example 2, FLAME’s top candidate is syntactically valid but does not match the user’s fix, while other models’ predictions do.

<table>
<thead>
<tr>
<th>Model</th>
<th>Exact Match</th>
<th>Sketch Match</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.50</td>
<td>0.75</td>
</tr>
<tr>
<td>Cushman</td>
<td>0.04</td>
<td>0.27</td>
</tr>
<tr>
<td>Davinci</td>
<td>0.03</td>
<td>0.31</td>
</tr>
<tr>
<td>CodeT5</td>
<td>0.02</td>
<td>0.10</td>
</tr>
<tr>
<td>FLAME</td>
<td>0.06</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Table 3: Zero-shot completion for FLAME, Codex-Davinci, Cushman, and fine-tuned CodeT5. Given \{0.50, 0.75, 0.90\} as formula prefix, we report the proportion of formulas completed in the top 5. FLAME outperforms all the large language models in the exact match setting and most (2/3) of the sketch match settings. (best and second best).

**RQ2: Pre-training Design Decisions**

We investigate the impact of FLAME’s data curation, model size, the use of domain-specific pre-training objectives, and domain-specific tokenizer.

**Training data curation** Previous work (Lee et al. 2021; Kandpal, Wallace, and Raffel 2022) has shown that deduplication can improve language model performance. We curate our pre-training dataset by performing sketch-based formula deduplication within each workbook. Alternatively, one can perform global deduplication across all workbooks. This results in a pre-training set of 591K formulas. Table 4 shows that training on this smaller corpus results in a worse model (e.g., -8pp on fine-tuned repair, -19pp on exact match completion). While global deduplication allows for faster training, the resulting model observes less naturally occurring repetition across users’ spreadsheets.

**Model size** Table 4 compares FLAME with 16M parameters to the original 60M parameters. We find that performance declines slightly across benchmarks when we reduce model size. However, we note that FLAME-16M still outperforms both Codex models in some tasks, such as zero-shot last-mile repair at top-1 on Forum benchmark, highlighting the potential of leveraging smaller models in specific domains. Note that FLAME-16M is pretrained using the same approach as...
We then add user inspired denoising, which provides additional benefits for last-mile repair (which is a more difficult task). FLAME obtains the best results in 11 out of 16 evaluation settings, competitively fixing, completing, and retrieving formulas.

Table 5: Correlation of cosine similarity over embeddings

<table>
<thead>
<tr>
<th>Model</th>
<th>Pre-trained</th>
<th>Fine-tuned</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLAME</td>
<td>0.707</td>
<td>0.904</td>
<td>13.2</td>
</tr>
<tr>
<td>CodeT5</td>
<td>0.688</td>
<td>0.899</td>
<td>22.7</td>
</tr>
<tr>
<td>CodeBERT</td>
<td>0.493</td>
<td>0.868</td>
<td>24.7</td>
</tr>
<tr>
<td>GCB</td>
<td>0.551</td>
<td>0.881</td>
<td>26.4</td>
</tr>
</tbody>
</table>

FLAME-60M with the same amount of data and then fine-tuned for respective downstream tasks.

Pre-training objectives and tokenizer To evaluate the impact of each pre-training objective and domain-specific tokenization, we incrementally add these to a T5 model. Table 6 summarizes these results.

Language-aware MSP (laMSP) causes the most notable improvements (up to 29 percentage points) across all downstream tasks. laMSP forces the noisy auto-encoding task to recover full Excel tokens without leveraging partial tokens, which can leak information, for example, in cell ranges. We then add user inspired denoising, which provides additional benefits for last-mile repair (which is a more difficult version of noisy auto-encoding). Finally, the Excel-specific tokenizer yields improvements across the board, but it specifically shines for completion. We attribute this improvement to the consistent tokenization of strings with different capitalization using the Excel-specific tokenizer. For example, we found base T5 to struggle with spreadsheet names and built-in function names, generating code such as `SUM(C3)` instead of `SUM(C3)`, when given a non-upper-cased `sum`.

Future Work We provide three pointers for future work. First, fast inference of our smaller model provides an opportunity for more complex search strategies that incorporate symbolic constraints during decoding (Poesia et al. 2022). Second, FLAME embeddings, which we showed are effective for formula similarity, should be explored for embedding tables with formula content (Chen et al. 2021b; Liu et al. 2021). Third, further innovation in tokenization (e.g. separately encoding formula tokens and constants) may help drive model sizes even lower.

Conclusions

We present FLAME, a small (60M parameter) language model for spreadsheet formulas, designed with domain-specific data curation, tokenization, and pre-training objectives. We implemented FLAME for Excel formulas and evaluate on last-mile repair, auto-completion, and similar formula retrieval. We compare to the much larger CodeT5, Codex-Cushman, and Codex-Davinci for repair and completion, and to CodeT5, CodeBERT, and GraphCodeBERT for similar formula retrieval. FLAME obtains the best results in 11 out of 16 evaluation settings, competitively fixing, completing, and retrieving formulas.
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