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Abstract
It has become a popular paradigm to transfer the knowledge of large-scale pre-trained models to various downstream tasks via fine-tuning the entire model parameters. However, with the growth of model scale and the rising number of downstream tasks, this paradigm inevitably meets the challenges in terms of computation consumption and memory footprint issues. Recently, Parameter-Efficient Fine-Tuning (PEFT) (e.g., Adapter, LoRA, BitFit) shows a promising paradigm to alleviate these concerns by updating only a portion of parameters. Despite these PEFTs having demonstrated satisfactory performance in natural language processing, it remains under-explored for the question: whether these techniques could be transferred to graph-based tasks with Graph Transformer Networks (GTNs)? Therefore, in this paper, we fill this gap by providing extensive benchmarks with traditional PEFTs on a range of graph-based downstream tasks. Our empirical study shows that it is sub-optimal to directly transfer existing PEFTs to graph-based tasks due to the issue of feature distribution shift. To address this issue, we propose a novel structure-aware PEFT approach, named G-Adapter, which leverages graph convolution operation to introduce graph structure information (e.g., graph adjacency matrix) as an inductive bias to guide the updating process. Further, we propose Bregman proximal point optimization to alleviate feature distribution shift by preventing the model from aggressive update. Extensive experiments demonstrate that G-Adapter obtains state-of-the-art performance compared to counterparts on nine graph benchmark datasets based on diverse pre-trained GTNs, and delivers tremendous memory footprint efficiency compared to the conventional paradigm.

Introduction
Pre-training then fine-tuning has become a prevalent training paradigm, with the remarkable success of large-scale pre-trained models in Natural Language Processing (NLP) (Devlin et al. 2019; Liu et al. 2019; Raffel et al. 2020; Lewis et al. 2020; Brown et al. 2020). Recently, more researchers are striving to apply this paradigm to graph-based tasks with Graph Transformer Networks (GTNs) (Maziarka et al. 2020; Ying et al. 2021; Mialon et al. 2021; Zhao et al. 2021; Kim et al. 2022; Kreuzer et al. 2022; Bo et al. 2023; Jin et al. 2023; Yuan et al. 2023). For instance, based on multi-layer Transformer encoders (Vaswani et al. 2017), Graphormer (Ying et al. 2021) first performs the well-designed unsupervised tasks on large-scale molecular datasets, and then fine-tunes the entire pre-trained parameters of the model on downstream molecular tasks of interest, which is also known as full fine-tuning. However, full fine-tuning poses several issues in practice: (i) Given that the labels of graph data from some domains (e.g., chemistry, biology) are inaccessible without the expertise and labor-heavy annotations (Xia et al. 2022), it is common that there are insufficient labeled samples in downstream tasks of interest. Therefore, full fine-tuning would incur serious over-fitting and catastrophic forgetting issues (Houlsby et al. 2019; Wang et al. 2021). (ii) When handling multiple diverse downstream tasks, full fine-tuning has to duplicate a modified copy of all parameters per task, which hinders the flexibility and applicability of large-scale models, especially in scenarios with constrained storage resources (e.g., mobile detection devices).

Recently, Parameter-Efficient Fine-Tuning (PEFT), as an alternative to full fine-tuning, has been proposed and widely investigated in NLP (Houlsby et al. 2019; Ben-Zaken, Goldberg, and Ravfogel 2022; Ding et al. 2022; He et al. 2022; Hu et al. 2022). PEFT aims to achieve competitive performance with full fine-tuning while consuming computation and storage resources as few as possible. Instead of updating the entire parameters during the fine-tuning phase, PEFT only updates a small fraction of parameters within the original model or additionally introduced modules, while freezing the remaining parameters. For example, Adapter (Houlsby et al. 2019) inserts two compact modules in each encoder of Transformer, while BitFit (Ben-Zaken, Goldberg, and Ravfogel 2022) only updates the bias terms in the model parameters, as shown in Fig. 3. Despite the remarkable achievements of traditional PEFTs in natural language understanding tasks, the question is still under-explored whether these PEFTs from the language domain are feasible for various GTNs under graph-based tasks, given that the intrinsic discrepancy between graph and text modalities (e.g., the graph has rich structure information). Therefore, in this paper, we shall fill this gap by answering the following questions: Can PEFTs from the language domain be transferred directly to graph-based tasks? If not, how to design a graph-specific PEFT method?
To start with, we comprehensively examine the performance of mainstream PEFTs, such as Adapter (Houlsby et al. 2019), LoRA (Hu et al. 2022), and BitFit (Ben-Zaken, Goldberg, and Ravfogel 2022), on popular molecular graph datasets based on two pre-trained GTNs (i.e., Graphormer (Ying et al. 2021), MAT (Maziarka et al. 2020)). The overall comparison is shown in Fig. 1, in which we unfortunately observe a significant gap between traditional PEFTs and full fine-tuning, especially on large-scale datasets. Our exploration further reveals feature distribution shift issue in traditional PEFTs due to the absence of graph structure information in the fine-tuning process (see Fig. 2 and pilot experiments). To alleviate these concerns, we propose a novel structure-aware PEFT method, called G-Adapter, which employs graph convolution operation to explicitly introduce graph structure information as the inductive bias to guide the updating process. Meanwhile, we apply low-rank decomposition to the learnable weights, which makes G-Adapter highly lightweight. Besides, we propose Bregman proximal point optimization to further ease the feature distribution shift by preventing the model from aggressive update.

To verify the effectiveness of our approach, we conduct extensive experiments on a variety of graph-based downstream tasks based on diverse pre-trained GTNs. The results demonstrate that our proposed G-Adapter can effectively address the feature distribution shift issue and significantly enhance the performance. Specifically, (i) G-Adapter obtains state-of-the-art performance than baselines on both large- and small-scale datasets. Even compared to full fine-tuning, G-Adapter could achieve competitive (or superior) results with fewer trainable parameters. For example, full fine-tuning achieves 0.804 AUC with 100% trainable parameters on MolHIV, while G-Adapter obtains 0.790 AUC with only 0.24% trainable parameters. (ii) G-Adapter enjoys remarkable advantages over full fine-tuning in terms of storage footprint. For instance, full fine-tuning stores 161MB checkpoint per task, while G-Adapter merely requests 0.4MB checkpoint for each task. Additionally, the introduced G-Adapter modules barely degrade the training and inference efficiency, and extensive ablation experiments also confirm the rationality of each component in our methodology.

To summarize, our contributions are as follows:

- To the best of our knowledge, this is the first work formally to investigate the parameter-efficient fine-tuning of graph-based tasks and models. And, we benchmark several widely used PEFTs from the language domain on a range of graph-based downstream tasks.
- We demonstrate a phenomenon of feature distribution shift when directly applying existing PEFTs to graph-based tasks. Further, our study empirically shows that the graph structure information and Bregman proximal point optimization strategy could alleviate this concern well.
- We propose a structure-aware parameter-efficient fine-tuning method (G-Adapter) for adapting pre-trained GTNs to various graph-based downstream tasks, in which G-Adapter introduces graph structure information as the inductive bias to guide the updating process.
- Extensive experiments demonstrate that G-Adapter outperforms counterparts by a significant margin. Furthermore, compared to full fine-tuning, our method yields tremendous memory footprint benefits almost without sacrificing the efficiency of training and inference.

**Related Work**

**Graph Transformer Networks.** Transformer (Vaswani et al. 2017) has demonstrated remarkable advantages in NLP (Devlin et al. 2019; Brown et al. 2020), which spurs extensive research on transferring Transformer to graph representation learning (Min et al. 2022; Xia et al. 2022). Compared to the simple sequential relationship between tokens in the text, the relationship between edges in the graph...
could be more complex and essential (Min et al. 2022; Xia et al. 2022). Therefore, substantial works focus on modeling graph structures (Maziarka et al. 2020; Khoo et al. 2020; Ying et al. 2021; Zhao et al. 2021; Kreuzer et al. 2022). For example, Graphormer (Ying et al. 2021) leverages the centrality and spatial encoding as the graph structural signal, and MAT (Maziarka et al. 2020) augments the attention mechanism in Transformer using inter-atomic distances and molecular graph structure. Kreuzer et al. (2022) propose the learnable structural encoding via Laplacian spectrum, which can learn the position of each node in the graph. Moreover, Zhao et al. (2021) proposes a proximity-enhanced multi-head attention to capture the multi-hop graph structure, and Khoo et al. (2020) design a structure-aware self-attention for modeling the tree-structured graphs. Additionally, Min et al. (2022) systematically investigate the effectiveness and application of Transformers in the graph domain.

**Parameter-Efficient Transfer Learning.** Parameter-Efficient Fine-Tuning (PEFT), as an alternative to full fine-tuning, is receiving extensive attention in research community (Ding et al. 2022; He et al. 2022; Yu et al. 2022). A major advantage of PEFT is that it significantly reduces the demand on GPU-memory and storage footprint while maintaining comparable performance as full fine-tuning. This property is especially beneficial for training large pre-trained model under limited resources. To this end, a series of methods are proposed. For example, Adapter (Houlsby et al. 2019) inserts two lightweight blocks into the Multi-Head Attention (MHA) and Feed-Forward Networks (FFN) layers in Transformer, Compact/Compact++ (Mahabadi, Henderson, and Rudor 2021) introduce Kronecker product and weights sharing tricks to further reduce the proportion of trainable parameters. Based on the hypothesis of “low intrinsic rank” (Aghajanyan, Gupta, and Zettlemoyer 2021), LoRA (Hu et al. 2022) tunes two low-rank matrices to approximate the updating of query and value weights in MHA. Besides, instead of introducing extra parameters, BitFit (Ben-Zaken, Goldberg, and Ravfogel 2022) only fine-tunes the bias terms of the model. More PEFT works are included here (Li and Liang 2021; Rückl et al. 2021; Liu et al. 2022; Jie and Deng 2022; Zhang et al. 2023; Chen et al. 2023). Finally, He et al. (2022) provide a unified view of existing PEFTs, and more detailed descriptions of PEFT methods are discussed in this survey (Ding et al. 2022).

**Methodology**

**Pilot Experiments**

To answer the first question: Can PEFTs from the language domain be transferred directly to graph-based tasks? We evaluate the performance of three traditional PEFTs (Adapter, LoRA, BitFit) on large- and small-scale graph-based downstream tasks, respectively. To be specific, on two large-scale MolHIV (41K) and MolPCBA (437K) (Hu et al. 2021) datasets, we calculate the performance gap between PEFTs and full fine-tuning according to their average results on these datasets, based on the pre-trained Graphormer model (Ying et al. 2021). Similar computations are conducted on seven small-scale datasets (0.6~2.4K): FreeSolv, ESOL, BBBP, Estrogen-α, Estrogen-β, MetStab_low, and MetStab_high (Gaulton et al. 2012; Podlewka and Kafel 2018; Wu et al. 2018), based on another pre-trained MAT model (Maziarka et al. 2020). It can be observed in Fig. 1 that traditional PEFTs lag far behind that of full fine-tuning on graph-based tasks, especially on large-scale datasets, across a range of the ratio of trainable parameters.

To shed light on why there is such a significant performance gap between traditional PEFTs and full fine-tuning, we visualize the feature distribution of different methods and compare their discrepancy using Jensen-Shannon divergence\(^1\). Intuitively, considering that full fine-tuning updates all model parameters and obtains satisfactory performance on downstream tasks, it can be regarded as an “upper bound” of PEFTs and thus its corresponding feature encoding for the graph-based input is relatively optimal. Therefore, we hypothesize that a good PEFT should have similar feature distribution with full fine-tuning. However, we can observe in Fig. 2 that the feature distributions encoded by traditional PEFTs are shifted compared to full fine-tuning, which here is called feature distribution shift. To further explore the reason underlying this phenomenon, we revisit the relationship between GTNs and vanilla Transformers. Although they share many commonalities (e.g., the model architecture), there are significant discrepancies in terms of the modeling of input. For example, only the token and positional encodings are included here (Li and Liang 2021; Rückl et al. 2021; BitFit (Ben-Zaken, Goldberg, and Ravfogel 2022) only approximates the updating of query and value weights in MHA. Besides, instead of introducing extra parameters, LoRA (Hu et al. 2022) tunes two low-rank matrices to approximate the updating of query and value weights in MHA. Besides, instead of introducing extra parameters, BitFit (Ben-Zaken, Goldberg, and Ravfogel 2022) only fine-tunes the bias terms of the model. More PEFT works are included here (Li and Liang 2021; Rückl et al. 2021; Liu et al. 2022; Jie and Deng 2022; Zhang et al. 2023; Chen et al. 2023). Finally, He et al. (2022) provide a unified view of existing PEFTs, and more detailed descriptions of PEFT methods are discussed in this survey (Ding et al. 2022).

\(^1\)For the computation of Jensen-Shannon divergence, supposing we have two feature distributions \(P\) and \(Q\), then \(JS(P||Q) = \frac{1}{2}KL(P||\frac{P+Q}{2}) + \frac{1}{2}KL(Q||\frac{P+Q}{2})\), where \(JS \in [0, 1]\) and the smaller \(JS\), the more similar the two distributions are.
sition embeddings are utilized within vanilla Transformers, while GTNs require extracting diverse graph structures from the graph-based input to capture the complex edge connections in the graph (Maziarka et al. 2020; Zhang et al. 2020; Ying et al. 2021; Zhao et al. 2021). In addition, recent research also demonstrates the significant effectiveness of graph structure in graph representation learning (Kreuzer et al. 2022; Diao and Loynd 2023). Motivated by these observations, in this paper, we attempt to introduce graph structure information as the inductive bias to alleviate the feature distribution shift issue.

**Structure-Aware Parameter-Efficient Fine-Tuning**

**The Design of Parameter-Efficient Module.** Inspired by Graph Convolutional Networks (GCN) (Kipf and Welling 2017; Lin, Wang, and Liu 2021), which can model both graph structure and node representation simultaneously, we leverage this operation to explicitly introduce graph structure into the model. Here, we give the following definition:

\[ X' = \text{GraphConv}(S, X; W) = \sigma(SXW) \]  

where \( X, X' \in \mathbb{R}^{n \times d} \) (\( n \): the sequence length, \( d \): the hidden representation dimension) refer to the input, output of this module, respectively. \( S \in \mathbb{R}^{n \times n} \) indicates the introduced graph structure information (e.g., the adjacency matrix of graph), \( W \in \mathbb{R}^{d \times d} \) is a learnable weight, and \( \sigma(\cdot) \) indicates the nonlinear activation function. Further, following the lightweight principle (Houlsby et al. 2019), we decompose \( W \) into two low-rank matrices to reduce the number of learnable parameters, i.e., \( W = W_{\text{down}}W_{\text{up}} \), where \( W_{\text{down}} \in \mathbb{R}^{d \times r} \), \( W_{\text{up}} \in \mathbb{R}^{r \times d} \) and \( r \) is called the bottleneck size. Moreover, to stabilize the training process, we insert two LayerNorm layers (Ba, Kiros, and Hinton 2016) before and after \( \text{GraphConv}(\cdot) \), respectively, as depicted in Fig. 3. Overall, the pipeline of our G-Adapter module is as follows:

\[ X' = \text{LN}(X), X'' = \text{LN}(X' + \sigma(SX'W_{\text{down}}W_{\text{up}})) \]  

where \( \text{LN}(\cdot) \) represents the LayerNorm layer. In addition, thanks to the modular and lightweight properties, G-Adapter can be seamlessly integrated into diverse GTNs.

**The Selection of Graph Structure Information.** To start with, we consider the adjacency matrix (with self-connections) of the graph: \( S_1 = A + I_n \), where \( A, I_n \in \mathbb{R}^{n \times n} \) refer to the adjacency matrix and the identity matrix, respectively. Then, following the setting from Kipf and Welling (2017), we introduce the degree matrix of nodes to normalize the adjacency matrix: \( S_2 = \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \), where \( \tilde{A} = S_1, \tilde{D} \) is the diagonal matrix, and \( \tilde{D}_{ii} = \sum_j A_{ij} \). In addition, we propose a distance-based graph structure information: \( S_3 = \{\text{dis}(v_i, v_j)\}_{n \times n} \), where \( \text{dis}(v_i, v_j) \) refers to the distance of the shortest path (or the inter-atomic distance in the molecular graph) between two nodes \( v_i \) and \( v_j \). Last, we combine the adjacency and distance to construct a hybrid structure information: \( S_4 = \alpha \cdot \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} + \beta \cdot \{\text{dis}(v_i, v_j)\}_{n \times n} \), where \( \alpha, \beta \) are scalar hyper-parameters to balance the impacts of the adjacency and distance terms. We evaluate the proposed graph structure information \( (S_1, S_2, S_3, S_4) \) on a range of graph-based tasks, and the detailed comparisons are presented in Table 1 and 2.

**Bregman Proximal Point Optimization**

It is expected that the feature distribution encoded by PEFT should be aligned with full fine-tuning as much as possible,
Jensen-Shannon divergence is defined as

\[ KL(p, q) = \frac{1}{2} KL(p \| \theta) + \frac{1}{2} KL(q \| \theta) \]

where \( KL(p \| \theta) = \sum_x p(x) \log \frac{p(x)}{\theta(x)} \) is the Kullback-Leibler divergence between \( p \) and \( \theta \). The Bregman divergence is a generalization of the Kullback-Leibler divergence and is defined as

\[ \mathcal{D}_{\ell}(p, q) = \sum_x (\ell(p(x)) - \ell(q(x)) - (p(x) - q(x)) \cdot \frac{\partial \ell}{\partial p(x)}) \]

where \( \ell \) is the loss function and \( \frac{\partial \ell}{\partial p(x)} \) is the gradient of the loss function with respect to \( p(x) \).

As discussed in pilot experiments, however, the feature distribution of full fine-tuning is unavailable during the training process of PEFT. Interestingly, we observe that the feature distribution encoded by the original model parameters has a high similarity with full fine-tuning, as shown in Fig. 4. It indicates that full fine-tuning only slightly modulates the value of model parameters but does not change the ability of the model to encode features. Therefore, to maintain consistency with the feature distribution of the original parameters, we propose Bregman proximal point optimization strategy (Jiang et al. 2020) to prevent the model from aggressive update. Specifically, for the pre-trained model \( f(\cdot; \theta) \) with trainable parameters \( \theta \), at the \((t + 1)\)-th iteration, we have

\[ \theta_{t+1} = \arg \min_{\theta} (1 - \mu) \cdot \mathcal{L}_{\text{vanilla}}(\theta) + \mu \cdot \mathcal{L}_{\text{bregman}}(\theta, \theta_t) \]

where \( \mu > 0 \) is a hyper-parameter, \( \mathcal{L}_{\text{vanilla}} \) is a common classification or regression loss function, and \( \mathcal{L}_{\text{bregman}} \) is the Bregman divergence defined as:

\[ \mathcal{L}_{\text{bregman}}(\theta, \theta_t) = \mathbb{E}_{x \sim \mathcal{D}} \left[ \ell(f(x; \theta), f(x; \theta_t)) \right] \]

where the input \( x \) is derived from the training set \( \mathcal{D} \), and here we leverage the symmetric KL-divergence, i.e., \( KL(p \| q) + KL(q \| p) \). Intuitively, \( \mathcal{L}_{\text{bregman}} \) serves as a regularizer and prevents \( \theta_{t+1} \) from deviating too much from the previous iteration \( \theta_t \), therefore can effectively retain the capacity of encoding feature in the pre-trained model \( f(\cdot; \theta) \).

## Experiments

**Setup**

Datasets & Evaluation Protocols. Our experiments are conducted on nine datasets: MolHIV, MolPCBA, FreeSolv, ESOL, BBBP, Estrogen-\( \alpha \), Estrogen-\( \beta \), MetStab_{low}, and MetStab_{high} (Gaulton et al. 2012; Hu et al. 2021; Podleswska and Kafel 2018; Wu et al. 2018). Here, MolHIV and MolPCBA are two large-scale molecular property prediction datasets, and the others are small-scale molecular datasets. Following the previous settings (Maziarka et al. 2020; Ying et al. 2021), MolPCBA is evaluated by Accuracy Precision (AP), FreeSolv and ESOL are evaluated by RMSE, and the others are evaluated by AUC.

Pre-trained Models & Baselines. Graphormer (Ying et al. 2021) and MAT (Maziarka et al. 2020) are leveraged as our backbone models, where Graphormer/MAT has 12/8 encoders of Transformer. For the baselines, we include full fine-tuning (denoted Full FT) and six popular traditional PEFTs: Adapter (Houlsby et al. 2019), LoRA (Hu et al. 2022), BitFit (Ben-Zaken, Goldberg, and Ravfoigel 2022), Hyperformer (denoted Hyper.) (Karimi Mahabadi et al. 2021), Compacter (denoted Comp.) (Mahabadi, Henderson, and Ruder 2021), and MAM (He et al. 2022).

### Implementation.

To begin with, we initialize our backbone models with the official released pre-trained checkpoints, note that the introduced modules are randomly initialized. Then, Adam optimizer (Kingma and Ba 2015) is used to fine-tune our models, and we set fair hyperparameter search budgets for various PEFTs.

### Main Results

We report the experimental results on MolHIV and MolPCBA based on the pre-trained Graphormer in Tab. 1, and more results on small-scale datasets based on the pre-trained MAT are shown in Tab. 2. From these comparisons, we can draw the following observations:

**Observation I:** Simple graph structure information could deliver significant performance benefits. For instance, based on graph adjacency information, G-Adapters (\( S_1, S_2 \)) obtain better results compared to G-Adapters (\( S_3, S_4 \)) with distance-based structure information in Tab. 2. Besides, G-Adapter (\( S_1 \)) also achieves the optimal performance in Tab. 1, we speculate that this might be because the graph adjacency matrix (\( S_1 \)) contains complete structural information of the graph, that is, the distance-based structure (\( S_3 \)) can be derived from \( S_1 \). In other word, this suggests that our model is not only remarkably expressive but also insensitive to graph structure. In the following statement, we take G-Adapter (\( S_1 \)) as our baseline unless otherwise specified.

**Observation II:** Our proposed G-Adapter consistently outperforms traditional PEFTs and offers a better trade-off between the ratio of trainable parameters (\( \gamma \)) and model performance. Note that although BitFit updates the fewest number of parameters (\( \gamma = 0.16\% \)) on MolHIV and MolPCBA,
it yields the worst performances (0.709 AUC, 0.184 AP). In comparison, our proposed G-Adapter achieves 0.790 AUC, 0.269 AP with $\gamma = 0.24\%$, $\gamma = 1.89\%$, respectively, which is also the optimal solution compared to other PEFTs.

**Observation III:** G-Adapter could achieve competitive (even superior) performance on most datasets compared to full fine-tuning. For example, G-Adapter outperforms full fine-tuning by a significant margin (1.3% AUC) on Estrogen-$. We believe that the improvement on small-scale datasets is understandable: (i) full fine-tuning might meet serious over-fitting and catastrophic forgetting issues when the size of training set is small, while G-Adapter alleviates these concerns by merely updating specific blocks and freezing the original parameters; (ii) G-Adapter restricts the drastic updating of parameters via Bregman proximal point optimization strategy, which acts as a regularizer during fine-tuning and therefore boosts the generalization capacity.

### Analysis

**Efficiency of Training, Inference, and Memory Footprint**

We investigate the following questions: (i) Does G-Adapter seriously affect the training and inference efficiency compared to full fine-tuning? (ii) Can G-Adapter offer significant benefits to GPU-memory usage and storage footprint? To begin with, in Fig. 5, we compare the training efficiency of full fine-tuning and PEFTs on datasets with different scales: MolPCBA (437K), MolHIV (41K), and Estrogen-$(2K)$. Then, the comparisons of inference speed and storage footprint are reported in Tab. 3. Last, in Tab. 4, we compare the GPU-memory usage and average runtime of a epoch between full fine-tuning and our method on MolHIV. It can be observed that: (i) although the introduced modules indeed affect the convergence in training and the inference speed, this effect would become negligible as the size of training data and bottleneck decrease; (ii) PEFTs significantly reduce the GPU-memory usage and storage footprint. For example, G-Adapter simply requires less than half of GPU-memory compared to full fine-tuning, since only the weights of specific modules are updated each time, which also slightly reduces the runtime during fine-tuning. On Estrogen-$(r = \gamma = 0.24\%$, $\gamma = 1.89\%$),

<table>
<thead>
<tr>
<th>Method</th>
<th>Ratio* $(\gamma)$</th>
<th>RMSE ($)</th>
<th>AUC ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full FT</td>
<td>100%</td>
<td>0.286</td>
</tr>
<tr>
<td>Adapter</td>
<td>2.52%</td>
<td>0.327</td>
<td>0.320</td>
</tr>
<tr>
<td>Hyper.</td>
<td>2.43%</td>
<td>0.310</td>
<td>0.321</td>
</tr>
<tr>
<td>Comp.</td>
<td>1.56%</td>
<td>0.314</td>
<td>0.316</td>
</tr>
<tr>
<td>MAM</td>
<td>1.28%</td>
<td>0.302</td>
<td>0.292</td>
</tr>
<tr>
<td>LoRA</td>
<td>1.01%</td>
<td>0.309</td>
<td>0.284</td>
</tr>
<tr>
<td>BitFit</td>
<td>0.10%</td>
<td>0.321</td>
<td>0.314</td>
</tr>
<tr>
<td>Ours $(S_1)$</td>
<td>0.71%</td>
<td>0.280</td>
<td>0.279</td>
</tr>
<tr>
<td>Ours $(S_2)$</td>
<td>0.71%</td>
<td>0.282</td>
<td>0.286</td>
</tr>
<tr>
<td>Ours $(S_3)$</td>
<td>0.71%</td>
<td>0.291</td>
<td>0.289</td>
</tr>
<tr>
<td>Ours $(S_4)$</td>
<td>0.71%</td>
<td>0.298</td>
<td>0.282</td>
</tr>
</tbody>
</table>

Table 2: Comparison of PEFTs and full fine-tuning on small-scale datasets. The results are averaged from six seeds, where bold indicates the best result in PEFTs. Ratio* represents the mean ratio of trainable parameters over seven datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>MolPCBA$(r=32)$</th>
<th>MolHIV$(r=16)$</th>
<th>FreeSolv$(r=8)$</th>
<th>Estrogen-$(r=4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full FT</td>
<td>185</td>
<td>0.81</td>
<td>185</td>
<td>1.39</td>
</tr>
<tr>
<td>Adapter</td>
<td>5.0</td>
<td>(180.0 ↓)</td>
<td>2.4</td>
<td>(182.6 ↓)</td>
</tr>
<tr>
<td>LoRA</td>
<td>5.0</td>
<td>(180.0 ↓)</td>
<td>2.4</td>
<td>(182.6 ↓)</td>
</tr>
<tr>
<td>BitFit</td>
<td>0.3</td>
<td>(184.7 ↓)</td>
<td>0.81</td>
<td>(184.7 ↓)</td>
</tr>
<tr>
<td>Ours</td>
<td>2.9</td>
<td>(182.1 ↓)</td>
<td>0.93</td>
<td>(183.6 ↓)</td>
</tr>
</tbody>
</table>

Table 3: The comparison between PEFTs (Adapter, LoRA, BitFit, G-Adapter) and full fine-tuning in terms of inference speed (the millisecond per sample) and storage memory across various bottleneck sizes $(r)$.

<table>
<thead>
<tr>
<th>Method</th>
<th>GPU Mem.</th>
<th>Each Epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full FT</td>
<td>21120</td>
<td>2.60</td>
</tr>
<tr>
<td>Ours (w/ Berg.)</td>
<td>10658 (10462 ↓)</td>
<td>2.14 (0.46 ↓)</td>
</tr>
<tr>
<td>Ours (w/o. Berg.)</td>
<td>8932 (12188 ↓)</td>
<td>1.93 (0.67 ↓)</td>
</tr>
</tbody>
</table>

Table 4: The comparison of GPU-memory usage and runtime per epoch under different settings during fine-tuning.
4), full fine-tuning saves the complete checkpoint (161MB) for the task, while Adapter, BitFit, G-Adapter only need to save 0.7MB, 0.2MB, 0.4MB checkpoints, respectively.

**The Impact of Insertion Position and Components**

We discuss the impact of potential designs: (i) The insertion position. First, we insert G-Adapter block into the previous and posterior of MHA, denoted as pre_mha and post_mha, respectively. Then, G-Adapter block is also plugged into the previous and posterior of FFN, respectively, denoted as pre_ffn and post_ffn. Note that our baseline can be regarded as inserting G-Adapter block in the middle of FFN. Finally, similar to the insertion position of Adapter in Fig. 3, we insert two G-Adapter blocks into MHA and FFN, denoted as mha + ffn. (ii) Importance of each component. First, we remove the adjacency matrix (denoted as w/o. S) to explore the importance of graph structure information. Then, we separately remove the first, second, and both LayerNorm layers to explore their individual effects, denoted as w/o. pre_in, w/o. post_in, and w/o. ln. We also explore the role of the nonlinear activation function by removing it, denoted as w/o. act_fn. Last, the effect of Bregman proximal point optimization is evaluated by only using the vanilla loss function, denoted as w/o. breg. The experimental results in Table 5 demonstrate the effectiveness of our proposed methodology.

<table>
<thead>
<tr>
<th>Method</th>
<th>MolHIV</th>
<th>MolPCBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>G-Adapter (baseline)</td>
<td>0.790</td>
<td>0.269</td>
</tr>
<tr>
<td>G-Adapter (pre_mha)</td>
<td>0.752</td>
<td>0.246</td>
</tr>
<tr>
<td>G-Adapter (post_mha)</td>
<td>0.747</td>
<td>0.232</td>
</tr>
<tr>
<td>G-Adapter (pre_ffn)</td>
<td>0.781</td>
<td>0.258</td>
</tr>
<tr>
<td>G-Adapter (post_ffn)</td>
<td>0.770</td>
<td>0.260</td>
</tr>
<tr>
<td>G-Adapter (mha + ffn)</td>
<td>0.763</td>
<td>0.245</td>
</tr>
<tr>
<td>G-Adapter (w/o. S)</td>
<td>0.728</td>
<td>0.214</td>
</tr>
<tr>
<td>G-Adapter (w/o. pre_in)</td>
<td>0.762</td>
<td>0.247</td>
</tr>
<tr>
<td>G-Adapter (w/o. post_in)</td>
<td>0.755</td>
<td>0.250</td>
</tr>
<tr>
<td>G-Adapter (w/o. ln)</td>
<td>0.745</td>
<td>0.237</td>
</tr>
<tr>
<td>G-Adapter (w/o. act_fn)</td>
<td>0.766</td>
<td>0.240</td>
</tr>
<tr>
<td>G-Adapter (w/o. breg)</td>
<td>0.754</td>
<td>0.234</td>
</tr>
</tbody>
</table>

Table 5: The impact of insertion position and components.

**Can Graph Structure and Bregman Optimization Benefit Traditional PEFTs?**

Considering that the main contributions of G-Adapter are the introduction of graph structure information and Bregman proximal point optimization, a natural question is: Can traditional PEFTs benefit from these technologies? To answer this question, we integrate graph structure information (S), Bregman proximal point optimization, and both technologies into Adapter and LoRA, respectively. The experiments are conducted on four datasets: MolHIV, MolPCBA, BBBP, and MetStab_low, and the results are reported in Tab. 6. It can be observed that the modified model has some performance improvement over the original model, but there is still a significant margin with our proposed G-Adapter, which further justifies the superiority of our designed PEFT architecture.

**Conclusion**

In this paper, we propose a novel structure-aware PEFT method, called G-Adapter, designed specifically for graph-based tasks utilizing pre-trained GTNs. Unlike the traditional PEFTs, which fail to achieve satisfactory performance due to the feature distribution shift issue, G-Adapter leverages graph structure information and Bregman proximal point optimization strategy to alleviate this concern. Extensive experiments on a variety of graph-based downstream tasks demonstrate the effectiveness of our proposed method.
Acknowledgments

This project is supported by the Young Scientists Fund of the National Natural Science Foundation of China (Grant No. 62006201).

References


