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Abstract

Reinforcement learning (RL) is broadly employed in human-
involved systems to enhance human outcomes. Off-policy
evaluation (OPE) has been pivotal for RL in those realms
since online policy learning and evaluation can be high-stake.
Intelligent tutoring has raised tremendous attentions as highly
challenging when applying OPE to human-involved systems,
due to that students’ subgroups can favor different pedagogical
policies and the costly procedure that policies have to be in-
duced fully offline and then directly deployed to the upcoming
semester. In this work, we formulate on-demand pedagogical
policy selection (ODPS) to tackle the challenges for OPE in in-
telligent tutoring. We propose a pipeline, EDUPLANNER, as a
concrete solution for ODPS. Our pipeline results in an theoreti-
cally unbiased estimator, and enables efficient and customized
policy selection by identifying subgroups over both historical
data and on-arrival initial logs. We evaluate our approach on
the Probability ITS that has been used in real classrooms for
over eight years. Our study shows significant improvement on
learning outcomes of students with EDUPLANNER, especially
for the ones associated with low-performing subgroups.

Introduction
Reinforcement learning (RL) is extensively investigated in
human-involved systems, such as healthcare and education,
to facilitate decision-making process and enhance human
outcomes. In the realm of modern education, intelligent tu-
toring systems (ITS) have been used worldwide to enhance
students’ engagement and improve learning outcomes (Chi
et al. 2011; VanLehn 2006), where RL has been employed
to induce automatic pedagogical policies (Liu et al. 2022;
Zhou et al. 2022). Off-policy evaluation (OPE), which es-
timates the performance of target policies using historical
data collected under a (different) behavior policy (Chandak
et al. 2022; Gao et al. 2022, 2023a,b; Nie et al. 2022), has
been pivotal for RL in human-involved systems, since online
policy learning and evaluation can be high-stake. However,
OPE, or off-policy selection (OPS) that selects policies based
on OPE estimations (Yang et al. 2022), for ITS is highly chal-
lenging and prior works noted that directly applying some
OPE/OPS methods can even lead to ineffective policy selec-
tion (Rowe, Mott, and Lester 2014; Shen and Chi 2016). That
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can be caused by two natures in real-world classrooms: (i)
Prior works generally select the policies targeting the entire
population by maximizing the OPE estimations, which may
not fit the education domain well, where subgroups exist
among students and can perform diversely under heteroge-
neous policies (Gao et al. 2024; Yang et al. 2020b); (ii) The
entire process of deploying a policy is costly, where policies
have to be induced fully offline and then directly deployed
to the next semester. And only a small set of policies can
be deployed due to the expensive recruitment of participants
and safety concern. There is an urgent need for effective and
efficient OPS in ITS.

In the context of ITS, the task of providing customized
policies for each student can be formulated as the on-demand
pedagogical policy selection (ODPS) problem, as illustrated
in Figure 1, where the ODPS decides a policy to be deployed
to each student from a small set of candidate policies that
are trained using historical data, given the initial log of the
student. ODPS is distinguished from typical OPS in three
aspects: (i) OPS generally assumes only historical data is
available, while ODPS can observe the initial log from each
student, which makes it possible for ODPS to capture the
specific needs from each student; (ii) OPS usually assumes
selecting models or tuning hyperparameters with unlimited
times during policy training (Kumar et al. 2022; Nie et al.
2022), while it is extremely inefficient for ODPS to retrain
and evaluate a large number of candidate policies due to
the expert sanity check on each policy, which is required
and operated by independent departments or institutions for
safety and ethics concerns and considered as ‘black-box’;
(iii) The major goal of prior OPS approaches is to select
the best policy over the entire population, while ODPS aims
to real-timely decide the best policy for each student who
arrives the ITS depending on the initial log of the student.

In this work, we propose an on-demand policy selector,
named EDUPLANNER, to provide tailored policies for dif-
ferent subgroups, as opposed to existing off-policy selection
works that aim to select a single policy over the entire popu-
lation. Specifically, we propose a novel subgroup partitioning
technique, which only requires the initial states as inputs.
It can efficiently capture various user behaviors, which is
especially valuable in real-world scenarios where subgroup-
ing based on prior knowledge is time-consuming and labor-
intensive. Moreover, given limited data access in real-world
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Figure 1: A conceptual illustration of on-demand pedagogi-
cal policy selection (ODPS) in ITS. ODPS decides a policy
for each arrived student, given a small set of target policies
trained with historical data and passed sanity check.

applications, we additionally introduce a variational autoen-
coder (VAE)-based augmentation model, to capture the user-
system interactive dependencies within each subgroup, where
the reconstructed samples can improve the state-action cover-
age of the dataset.

The key contributions of this work are summarized as
follows: (i) To the best of our knowledge, we are the first
to formulate the on-demand policy selection (ODPS) prob-
lem which is unmet but critical in the context of human-
involved systems, especially education, and consequently
provide a concrete pipeline for ODPS named EDUPLAN-
NER to provide tailored policies for different subgroups. The
resulting estimator is theoretically unbiased. (ii) We con-
duct extensive experiments to evaluate EDUPLANNER with
students on a Probability ITS which has been used in col-
leges for over 8 years. EDUPLANNER not only significantly
improved students’ learning outcomes, compared to expert-
designed policy and the policy selected by state-of-the-art
OPE methods, respectively, but improved the performance
of low-performing subgroups found in the ITS, on which
existing baselines can even have negative effects. (iii) The
proposed off-policy selector can be stand-alone to allow for
any future build-on-top works such as policy optimization
and representation learning in various applications.

Related Works
RL for ITS. In modern ITS, RL has raised attention to en-
hance the engagement and performance of students. For many
forms of online learning environments, the system’s behavior
can be viewed as a sequential decision process; wherein, at
each discrete step, the system is responsible for selecting the
next action to take (Chi et al. 2011). Pedagogical policies
decide the next system action when there are multiple ones
available, with goals to support learners’ cognition, emotions
or outcomes (Chi et al. 2011; Abdelshiheed et al. 2023, 2020).
Previous studies have demonstrated that RL can induce effec-
tive pedagogical policies in ITS (Shen and Chi 2016; Mandel
et al. 2014; Wang et al. 2017; Zhou et al. 2022; Sanz Ausin
et al. 2020). For example, Wang et al. (Wang et al. 2017)
applied a variety of deep RL approaches to induce pedagog-
ical policies with the goal to improve students’ normalized
learning gain in an educational game. The simulation evalua-

tion revealed that the deep RL policies were more effective
than a linear model-based RL policy. Zhou et al. (Zhou et al.
2022) applied hierarchical reinforcement learning (HRL) to
improve students’ normalized learning gain in a Discrete
Mathematics course, and the HRL-induced policy was more
effective than the Deep Q-Network induced policy. Since on-
line evaluation is high-stakes in practice, effective off-policy
evaluation and selection are in high demand when applying
RL in ITS.
Off-policy selection (OPS). Off-policy selection is typically
approached via off-policy evaluation (OPE), which estimates
the expected return of target policies using historical data un-
der a behavior policy. A variety of contemporary OPE meth-
ods has been proposed, which can be mainly divided into
three categories (Voloshin et al. 2021): (i) Inverse propen-
sity scoring (Precup 2000), such as Importance Sampling
(IS) (Doroudi, Thomas, and Brunskill 2017). (ii) Direct meth-
ods that directly estimate the value functions of the evalu-
ation policy (Nachum et al. 2019; Zhang et al. 2021; Yang
et al. 2022), including but not limited to model-based es-
timators (MB) (Paduraru 2013; Zhang et al. 2021), value-
based estimators (Le, Voloshin, and Yue 2019) such as Fitted
Q Evaluation (FQE), and minimax estimators (Zhang, Liu,
and Whiteson 2020; Voloshin, Jiang, and Yue 2021) such as
DualDICE (Yang et al. 2020a). (iii) Hybrid methods combine
aspects of both inverse propensity scoring and direct meth-
ods (Thomas and Brunskill 2016), such as DR (Jiang and
Li 2016). In practice, due to expensive online evaluations,
researchers generally selected the policy with the highest
estimated returns via OPE (Mandel et al. 2014; Gao et al.
2023c). For example, Mandel et al. selected the policy with
the maximum OPE estimations to be deployed to an edu-
cational game (Mandel et al. 2014). Recently, some works
focused on estimator selection or hyperparameter tuning in
OPS (Nie et al. 2022; Miyaguchi 2022; Kumar et al. 2022;
Lee et al. 2022). However, retraining policies may not be
feasible in ODPS due to the time- and resource-consuming
procedure. More importantly, prior work generally selected
policies targeting the entire population, while personalized
policy is flavored towards individual needs.

The On-demand Pedagogical Policy Selection
(ODPS) Problem

Formally, we consider framing an agent’s interaction with
the environment over a sequence of decision-making steps
as a Markov decision process (MDP), which is formulated
as a 6-tuple (S,A,P,S0, r, γ). S is the state space. A is the
action space. P defines transition dynamics from the current
state and action to the next state. S0 defines the initial state
distribution. r is the reward function. γ ∈ (0, 1] is discount
factor. Episodes are of finite horizon T . At each time-step
t, the agent observes the state st ∈ S of the environment,
then chooses an action at ∈ A following a policy π. The
environment accordingly provides a reward rt = r(st, at),
and the agent observes the next state st+1 determined by P .
A trajectory is defined as τ (i) = [. . . , (st, at, rt, s

′
t), . . . ]

T
t=1.

Given an arrived person with an initial log s0 and a set
of target (evaluation) policies, the goal of on-demand ped-
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agogical policy selection (ODPS) is to select one policy π
with the highest estimation from off-policy evaluation (OPE),
V π, among all target policy trained using historical trajec-
tories D collected over a behavioral policy β ̸= π. OPE
estimates the expected total return over the target policy π,
V π = E[

∑T
t=1 γ

t−1rt|at ∼ π]. The historical trajectory set
D = {..., τ (i), ...}Ni=1 consist of N trajectories.

ODPS via EDUPLANNER
In this work, we propose an ODPS pipeline, named EDU-
PLANNER, based on student subgroup partitioning over initial
logs. EDUPLANNER mainly consists of three steps: (i) sub-
group partitioning, which determines the subgroups from
historical data; (ii) sample enrichment, which aims to im-
prove OPE with augmented historical samples by providing
more state-action visitation space considering the Markovian
characteristics within trajectories; (iii) on-demand policy se-
lection based on subgroup partitioning, which real-timely
monitors arrived students and estimates the best policy for
each student by determining the possible subgroup of the
student using his or her initial log.

ODPS with Subgroup Partitioning
We first formally define the ODPS with subgroup partitioning,
and prove its resulting estimator is unbiased, which is essen-
tial for general OPE problems. We assume a subgroup parti-
tioning over the initial state space by K = {K1, . . . ,KM}
such that ∪M

i=1Ki = S0 and Ki∩Kj = ∅, ∀i, j. The partition
function K(s0;K) = Ki such that s0 ∈ Ki. Thus, given a
partition K, the value function for a target policy π is

V π(s0;K) = Es′0∼S0
[

T∑
t=1

γt−1rt|s0 = s′0, s
′
0 ∈ K(s0;K),

at ∼ π].

(1)

In pedagogical policy design, a general goal is to induce
a policy which outperforms expert policy that is defined
by educational experts according to their prior knowledge
in instructing students (Mandel et al. 2014; VanLehn 2006;
Zhou et al. 2022). Therefore, under a subgroup partitioning
K over initial state s0, the goal for ODPS is to select the
policy π with the greatest value distance Gβ,π(s0;K):

Gβ,π(s0;K) = V π(s0;K)− V β(s0;K). (2)
The value distance is constant within each subgroup Ki.

Therefore, following (Keramati et al. 2022), we can define
an estimator Ĝβ,π(s0;K) of Gβ,π(s0;K), such that

Ĝβ,π(s0;K) =
1

|{s(i)0 |s(i)0 ∈ K(s0;K)}|∑
i|s(i)0 ∈K(s0;K)

(wi

T∑
t=1

γt−1r
(i)
t −

T∑
t=1

γt−1r
(i)
t ),

(3)

where wi := ΠT
t=1π(a

(i)
t |s(i)t )/β(a

(i)
t |s(i)t ). Ĝβ,π(s0;K) is

an unbiased estimator of Gβ,π(s0;K) in each subgroup,
which is an important characteristic for OPE.

Subgroup Partitioning
We design to use initial logs of students for subgroup parti-
tioning for two main reasons. First, initial logs may reflect not
only the background knowledge of students but their interac-
tion habits (Gao, Marwan, and Price 2021), without specific
information related to behavior policies that may be distract-
ing for subgroup partitioning. Though some existing works
utilize demographics or grades of students from their prior
taken courses to identify student subgroups (Castro-Wunsch,
Ahadi, and Petersen 2017; Sinclair, Martin, and Michel 1999),
it may not be feasible in practice due to the protection of stu-
dent information by institutions. Second, prior works have
found that initial logs can be informative to indicate learning
outcomes of students (Mao 2019), which makes it possible
for ITS to customize the policies with the goal of improving
learning outcomes for each subgroup.

However, there is a challenge with subgroup partitioning
over the initial logs of students. The state space of student
logs in ITS is usually high-dimensional, due to the detailed
capture of each step taken during interaction and associated
timing information (Chi et al. 2011; Mandel et al. 2014).
For example, in this study, 142 features have been recorded.
While some features might be irrelevant for downstream data
mining tasks, it is challenging to determine their relevance a
priori (Mandel et al. 2014). To solve this, we introduce a data-
driven feature taxonomy over the state features of students,
then perform subgroup partitioning with distilled features
based on the feature taxonomy.

A data-driven feature taxonomy. Educational researchers
have used feature taxonomy in qualitative ways to support
instructors subgroup students and understand behaviors of
students (Marwan, Dombe, and Price 2020). Unlike prior
approaches that are expensive requiring much effort from hu-
man experts, we design a data-driven feature taxonomy for a
straightforward student subgroup partitioning that may reflect
the knowledge background and dynamic learning progress
of students. We define three possible categories of a given
feature x according to its temporal and cross-sample charac-
teristics:

x ∈


system-static, if x(i)

t = x
(j)
t , ∀i, j ∈ N, t ∈ T

student-centric, if x(i)
0 ̸= x

(j)
0 , ∃i, j ∈ N

interaction-driven, otherwise.

(4)

Specifically, (i) System-static: the features, which are static
across students on the same problem, are assumed to be as-
signed by the system; (ii) Student-centric: the features, which
differ across students from the initial logs and may change
over time, is assumed to be students-centric and reflect both
students’ initial knowledge background and the changes of in-
dividual underlying mindset during learning; (iii) Interaction-
driven: the features, which contain characteristics from both
system-assigned and student-centric types, are assumed to
be mixed-style features that are affected by both system and
individuals. Table 1 shows examples in Probability ITS with
the defined data-driven taxonomy.

Subgroup partitioning with distilled features via fea-
ture taxonomy. Since system-assigned features are mainly
dominated by system design and remain static across students
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Taxonomy Examples Perc.

System-static Problem difficulty 18%
Student-centric Number of hints requested 48%
Interaction-driven Number of tells since elicit 34%

Table 1: Feature examples and percentage in Probability ITS
using the data-driven taxonomy.

on each problem, for the purpose of subgroup partitioning, we
focus on the two categories of features, student-centric and
interaction-driven, since both may be highly associated with
students’ underlying mental status and behaviors, for which
we call student-sensitive features. In this work, we iden-
tify 82%(117) from overall 142 features as student-sensitive
features and used them for subgroup partitioning. Specifi-
cally, to learn the subgroups, we leverage Toeplitz inverse
covariance-based clustering (TICC) (Hallac et al. 2017) to
map initial logs S0 into M clusters based on the values of
student-sensitive features, where each s0 ∈ S0 is associated
with a cluster from the set K = {K1, . . . ,KM}. The initial
logs that are mapped to the same cluster can be considered to
share the graphical connectivity structure of cross-features
information captured by TICC. We consider using TICC be-
cause of its superior performance in clustering compared to
traditional distance-based methods such as K-means, espe-
cially with human behavior-related tasks (Hallac et al. 2017;
Yang, Zhang, and Chi 2021). The number of clusters can be
determined by silhouette scores following (Hallac et al. 2017).
Note that we exhibit TICC as an example in our proposed
pipeline, while it can be replaced by other partitioning ap-
proaches if needed. Then, we assume subgroup partitioning
is consistent with cluster assignments associated with initial
logs, i.e., students whose initial logs are associated with the
same cluster index are considered from the same subgroup.

Samples Enrichment
The amount of student samples within each subgroup is usu-
ally limited, due to the high cost of recruiting participants.
For example, in this work, one subgroup only contains 45
students from the training set. Such training data can contain
limited visitation of state and action spaces and have a sub-
stantial influence on the downstream policy selection (Nie
et al. 2022). Latent-model-based data augmentation has been
commonly employed in previous offline RL (Hafner et al.
2020; Lee et al. 2020; Rybkin et al. 2021). However, prior
works generally collect online interaction data, which may
not be the case for on-demand pedagogical policy selection
problems. To enrich samples, we introduce an example of
offline trajectory augmentation by adapting a variational au-
toencoder (VAE) to capture the MDP transitions underlying
each subgroup.

Specifically, given offline trajectories T from samples in
one subgroup K (we omit the subscript for expressional
conciseness), the formulation of VAE in MDP consists of
three major components, i.e., (i) the latent prior p(z0) that
represents the distribution of the initial latent states over
T ; (ii) the encoder qα(zt|st−1, at−1, st) that encodes the

Algorithm 1: EDUPLANNER.

Input: A set of target policies Π, N students’ trajectories
from historical data D.

Begin:
1: Calculate the number of subgroups M using D.
2: Conduct feature distillation via data-driven taxonomy.
3: Obtain the subgroup partitioning K = {K1, . . . ,KM}

on distilled features.
4: for each subgroup Ki do
5: Augment subgroup samples T with T̂ .
6: Calculate the value of each target policy π ∈ Π on

T ∪ T̂ .
7: Select the best target policy π∗

i ∈ Π in subgroup Ki.
8: end for
9: while the ITS receives initial log s0 from a new student

do
10: Check the subgroup Ki of the student with s0 ∈ Ki.
11: Deploy the policy π∗

i associated with subgroup Ki to
the student.

12: end while

MDP transitions into the latent space; (iii) the decoders
pζ(zt|zt−1, at−1), pζ(st|zt), pζ(rt−1|zt) that reconstructs
new samples.

The training objective for the VAE in MDP is to maximize
the evidence lower bound (ELBO), which consists of the
log-likelihood of reconstructing the states and rewards, and
regularization of the approximated posterior, i.e.,

ELBO(α, ζ) = Eqα

[∑T

t=0
log pζ(st|zt)

+
∑T

t=1
log pζ(rt−1|zt)−KL

(
qα(z0|s0)||p(z0)

)
−

∑T

t=1
KL

(
qα(zt|zt−1, at−1, st)||pζ(zt|zt−1, at−1)

)]
.

(5)

Consequently, given a set of subgroup samples, T , the
VAE in MDP to the set can be trained to induce a set of new
samples, denoted as T̂ . The need for augmented samples is
further investigated and justified in Section .

EDUPLANNER
The framework of the pipeline is described in Algorithm 1.

With EDUPLANNER, ITS can real-timely monitors each ar-
rived student, estimate the best policy for each subgroup, and
decide the policy to be deployed to each student according
to his or her initial log. Such real-time operating manner is
important for ITS in practice, which is different from prior
works in policy selection that assume either only histori-
cal data is accessible or targeting samples/distributions are
known (Keramati et al. 2022; Yang et al. 2022; Zhong et al.
2022). In practice, students may start learning irregularly
according to their own schedules, which may create discrep-
ancies in their start times. It poses a challenge when selecting
policies based on population information or subgroup dis-
tribution in the target semester, which requires waiting for

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

12139



Figure 2: Probability ITS GUI. The problem statement win-
dow (top) presents the statement of the problem. The dialog
window (middle right) shows the message the tutor provides
to the students. Responses, e.g., writing an equation, are en-
tered in the response window (bottom right). Any variables
and equations generated through this process are shown on
the variable window (middle left) and equation window (bot-
tom left).

collecting all students’ data. Note that we are the first to
formally formulate the ODPS problem and this work is the
first try to solve the problem with a pipeline framework that
can cooperate with ITS in practice. In the prior sections, we
exhibit technical examples that can be used in EDUPLAN-
NER step-by-step, which can be substituted by advanced
techniques in the future and allows build-on-top work with
EDUPLANNER.

The Probability ITS
Though the problem setting and our method are general and
can be applied to other interactive ITSs, we primarily focus
on a Probability ITS used in an undergraduate STEM course
at North Carolina State University, which was designed by
domain experts and overseen by department committees, and
has been extensively used by over 2, 000 students with ∼800k
recorded interaction logs through eight academic years. It is
designed to teach entry-level undergraduate students with ten
major probability principles, including complement theorem,
Bayes’ rule, etc. Figure 2 presents the GUI of the Probability
ITS.

Since students’ underlying learning states are inherently
unobservable (Mandel et al. 2014), the Probability ITS de-
fined its state space with 142 features that could possibly
capture students’ learning status based on their interaction
logs, as consulted with domain experts. The size of action
space is 3 to decide the manner of solving the next prob-
lem, including a worked example (WE) (Sweller and Cooper
1985), problem-solving (PS), and a collaborative problem-
solving worked example (CPS) (Schwonke et al. 2009). In
WEs, students, observe how the tutor solves a problem; in
PSs, students solve the problem themselves; in CPSs, the
students and the tutor co-construct the solution. The rewards
are sparse and defined as the normalized learning gain (Chi
et al. 2011), NLG =

scorepostexam−scorepreexam√
1−scorepreexam

, calculated

by scores of students’ pre- and post- exams taken before and
after tutoring.

Figure 3: Students’ performance under policies selected by
different policy selection methods. OPE RRS represents in-
corporating OPE methods with repeated random sampling
(RRS). OPE AugRRS represents OPE methods on augmented
samples with RRS. Methods that selected the same policy
are merged in one bin.

Empirical Experiments
In this study, we used 459k historical logs from 1, 148 stu-
dents across five years for offline policy training and evalua-
tion, and targeted the following semester using EDUPLAN-
NER with the major goal to improve learning outcomes.

Classroom setup. All participants were entry-level under-
graduates majoring in STEM and enrolled in the Probability
course, while no demographics data or course grades were
collected under an IRB protocol. They were recruited by an
invitation email introducing procedure and purpose of this
study. And they can opt-in without any influence on their
course grades, and were allowed to opt-out any time during
the study.

In the testing semester, due to fairness concern, each stu-
dent was randomly assigned one policy from 4 target policies
(i.e., 3 DQN-based policies and 1 expert policy). The chi-
squared test was employed to check the relationship between
policy assignment and subgroups, and it showed that the pol-
icy assignment cross subgroups were balanced with no sig-
nificant relationship (p-value=0.479). In total, 140 students
accomplished all procedures of the study.

Comparison Methods
OPE. Since our proposed method is an off-policy selector via
OPE, we compared it to six popular OPE methods: Weighted
IS (WIS) (Precup 2000), Per-Decision IS (PDIS) (Precup
2000), Fitted Q Evaluation (FQE) (Le, Voloshin, and Yue
2019), Weighted DR (WDR) (Thomas and Brunskill 2016),
MAGIC (Thomas and Brunskill 2016), and Dual stationary
DIstribution Correction Estimation (DualDICE) (Nachum
et al. 2019). For FQE, as in (Le, Voloshin, and Yue 2019), we
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OPE OPE RRS OPE AugRRS
9 6 3
EDUPLANNER
(max. feature)

EDUPLANNER
(w.o. aug.)

EDUPLANNER
(generalized)

10 6 -4

EDUPLANNER
3

Table 2: Distance from estimated to true policy returns using
each method. For OPE, OPE RRS, OPE AugRRS, results with
the least gap between estimated and true returns among OPE
methods (i.e., WIS, FQE RRS, and FQE AugRRS, respec-
tively).

train a neural network to estimate the value of the evaluation
policy πe by bootstrapping from Q(o′, a′). For DualDICE,
we use the open-sourced code in its original paper. For
MAGIC, we use the implementation of (Voloshin et al. 2021).

Repeated random sampling. Considering the limited data
collected from real students while it’s hard to conduct on-
line validation or retrain policies due to sanity checks by
domain experts (Krishnan et al. 2016), we investigate a sam-
ple enrichment way, repeated random sampling (RRS) with
replacement of the historical data to perform OPE, which has
shown superior performance in some human-related tasks,
such as disease treatment (Nie et al. 2022). We repeated 20
times of OPE with RRS to obtain an average value of policy
estimations.

OPE on augmented samples with RRS. Since RRS
doesn’t assume MDP nature nor provide more state-action
visitations in historical data, we perform OPE with RRS on
augmented samples using our adapted VAE in MDP. We set
the amount of augmented data identical to the amount of
original historical data, i.e., |T̂ | = |T | = N , and RRS N

samples from both set T̂ ∪ T to perform OPE. 20 repeated
times is used to obtain average values of estimations.

EDUPLANNER (max features). It ablates our feature
distillation using proposed feature taxonomy, but uses all
recorded features for subgroup partitioning.

EDUPLANNER (without augmentation). It ablates our
sample enrichment module.

EDUPLANNER (generalized). It ablates policy selection
on subgroup level, but uses the best policy estimated dur-
ing off-policy evaluation over all subgroups. The policy that
achieves the highest average estimated value across sub-
groups in historical data is selected.

Main Results
Figure 3 presents students’ performance under policies se-
lected by different methods in real classrooms. The overall
performance of an OPS method was evaluated by averaging
NLGs of students who followed the selected policy by the
method, i.e., students from each subgroup who followed the
policies selected by EDUPLANNER, or students who followed
one policy selected by a baseline. Overall, EDUPLANNER is
the most effective policy selection leading to the greatest av-
erage NLGs. OPE-related methods tend to select sub-optimal

policies which outperform domain expert policy. However,
DualDICE estimates the performance of all target policies
equally, thus unable to perform policy selection and we omit
its results. With RRS and augmented samples, most OPE
methods remain their choice with sub-optimal policy, suggest-
ing that only using the modern data enrichment approaches
that were effective in prior work with simulations (Nie et al.
2022) may not be enough to improve the policy selection in
ITS.

We are also interested in the accuracy of estimation used
for policy selection. Table 2 presents the distance from the
estimated to true rewards of the policies selected by different
methods. EDUPLANNER provides more accurate policy esti-
mation with the smallest gap between true and estimated pol-
icy rewards, similar to OPE AugRRS (FQE AugRRS). With
RRS and augmented samples, most OPE and their related
methods could become more accurate in estimating policy
performance, which may benefit from the richer state-action
visitations provided by the augmented samples. However,
OPE-related methods remain their choice with sub-optimal
policy as shown in Figure 3. It suggests that the goal of maxi-
mizing the estimation accuracy may not be satisfying enough
in tackling the on-demand policy selection problem, it is
considerable that one can select the optimal policy from the
candidates to facilitate students’ learning.

The two variations of EDUPLANNER, EDUPLANNER (max
features), and EDUPLANNER (generalized), select policies
with better students’ performance than compared OPE meth-
ods and their combinations with RRS and augmented sam-
ples, indicating the effectiveness of subgroup partitioning and
the need of feature taxonomy. Though EDUPLANNER (max
features) achieves the good performance of policy selection,
it may easily overestimate a policy, probably due to the noise
introduced by the system-assigned features. Moreover, both
variations underperform EDUPLANNER in terms of both per-
formance of policy selection and accuracy of estimations,
indicating the effectiveness of our design with feature taxon-
omy and on-demand policy selection.

Further Discussions
For a more comprehensive understanding of our proposed
work and students’ behaviors in ITS, we further investigate
the following two questions:

How does EDUPLANNER perform within students sub-
groups, especially low-performing subgroups? EDUPLAN-
NER identified four subgroups (i.e., K1,K2,K3,K4) us-
ing historical data from the Probability ITS. Specifically,
K1(Nhis = 345, Ntest = 30) and K2(Nhis = 678, Ntest =
92) are majority groups with average NLG of 2 and 1,
respectively, where EDUPLANNER selected the same pol-
icy as the best OPE-related methods with NLGs 18 and
14, respectively, in the testing semester. Both subgroups
can be considered as high-performing subgroups with pos-
itive averaged NLGs across semesters. On the contrast, the
other two subgroups, K3(Nhis = 101, Ntest = 12) and
K4(Nhis = 24, Ntest = 6), contained less samples with
respect to the entire population. In historical data, K3 and
K4 showed negative average NLGs of -1 and -2, respectively.
Both subgroups can be considered low performers, while they
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OPE (raw, RRS, AugRRS) EDUPLANNER
K3 −123 (N=4) 247 (N=4)
K4 −2027 (N=3) 3211 (N=2)

Table 3: Performance (average NLGsstd) of students from
low-performing subgroups under selected policies in the test-
ing semester.

presented different learning behaviors. K3 performed care-
lessly by keeping making quick movements within a short
period, while K4 abused hints but made much more mistakes
during problem-solving.

Table 3 presents the NLGs of students from the low-
performing subgroups K3 and K4 under policies selected
by the best OPE-related methods and EDUPLANNER. With
EDUPLANNER, both subgroups achieved significant improve-
ment (average NLGs 24 and 32, respectively) compared to
students in historical semesters. However, the sub-optimal
policy chosen by comparison methods had a negative effect
on both subgroups (average NLGs -12 and -20, respectively),
while it had an overall positive effect across all students un-
der that policy (see Figure 3). That particularly indicates the
need for tremendous attention from educators to provide care-
ful support for the low performers, since they can be more
sensitive to policy selection.

Are OPEs with subgroup partitioning sensitive to infor-
mation accumulated over time? Recall that OPE AugRRS
selected sub-optimal policy, while their estimation accuracy
(i.e., absolute error) was improved compared to OPE and
OPE RRS, and even similar to EDUPLANNER, where the
augmentation was performed over all historical trajectories.
We further investigate the effects of subgroup partitioning
with longer trajectory information on OPE AugRRS perfor-
mance. We conduct subgroup partitioning over the length
of trajectories, i.e., perform subgroup partitioning on the av-
eraged states’ features associated with the first ∆ problems
across historical trajectories, where ∆ ∈ [1, 11] excluding
the final problem. Then we augment the same amount of
samples for each subgroup K, i.e., |T̂K | = |TK | = |K| and
perform OPE with RRS. We observe that in all 55 condi-
tions except the five (i.e., WIS AugRRS ∆ = 4, 11, PDIS
AugRRS ∆ = 8, and FQE AugRRS ∆ = 7, 8), all OPE
AugRRS still select the sub-optimal policy. Figure 4 presents
the mean absolute error (MAE) of the OPE AugRRS methods
over the four target policies. It shows the trend of improved
MAE over the number of problems for most methods. Those
indicate that more information over a longer trajectory does
have some positive effects on OPE AugRRS estimation, but
their policy selection is hard to be improved and stabilized.
More students-centric and robust OPE methods are needed
for ITS planning.

Conclusion, Limitation, & Social Impact
In this work, we formulate ODPS problem to tackle the chal-
lenges when selecting RL-induced policy for ITS. We pro-
posed EDUPLANNER to provide tailored policies for different
subgroups, resulting in an unbiased off-policy evaluation es-

Figure 4: Mean absolute error (MAE) of OPE AugRRS with
subgroup partitioning over problems in historical data.

timator. EDUPLANNER was extensively evaluated on an ITS
that had been employed over 8 years in universities. EDU-
PLANNER achieved significant improvement in the perfor-
mance of students in terms of increased normalized learning
gain, especially for low-performers. Note that our proposed
method doesn’t depend on specific RL algorithms for policy
induction and the improvements resulting from the proposed
estimator can be isolated, thus our work can be potentially
generalizable to different ITSs and broader human-involved
applications, such as healthcare, FinTech, etc.

In the proposed method, we assume that initial states are
informative enough to guide subgroup partitioning, while
there may exist some extreme conditions such as a cold start
in a different human-involved system (Nie, Brunskill, and
Piech 2021). An intuitive solution is deploying the expert
policy to jump-start, or the optimal policy selected by OPE
where subgroup partitioning can be conducted over longer
historical trajectories to capture different human behaviors.
The exhibited technical examples used in each step could be
substituted by advanced techniques in the future and allows
build-on-top work. In future work, we plan to investigate our
framework in other classrooms or different domains, such
as healthcare, to explore whether it consistently supports
improvement on students’ performance and various human-
involved systems.

All educational data was obtained anonymously through
an exempt IRB-approved protocol and were scored using
established rubrics. No demographic data or class grades
were collected. All data were shared within the research
group under IRB, and were de-identified and automatically
processed for grading. This research seeks to remove societal
harms that come from lower engagement and retention of
students who need more personalized interventions in ITS.
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