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Abstract
In this paper, we derive a PAC-Bayes bound on the generalisation gap, in a supervised time-series setting for a special class of discrete-time non-linear dynamical systems. This class includes stable recurrent neural networks (RNN), and the motivation for this work was its application to RNNs. In order to achieve these results, we impose some stability constraints, on the allowed models. Here, stability is understood in the sense of dynamical systems. For RNNs, these stability conditions can be expressed in terms of conditions on the weights. We assume the processes involved are essentially bounded and the loss functions are Lipschitz. The proposed bound on the generalisation gap depends on the mixing coefficient of the data distribution, and the essential supremum of the data. Furthermore, the bound converges to zero as the dataset’s size increases. In this paper, we 1) formalise the learning problem, 2) derive a PAC-Bayesian error bound for such systems, 3) discuss various consequences of this error bound, and 4) show an illustrative example, with discussions on computing the proposed bound. Unlike other available bounds the derived bound holds for non i.i.d. data (time-series) and it does not grow with the number of steps of the RNN.

Introduction
The Probably Approximately Correct (PAC)-Bayesian framework has been a popular tool for obtaining generalisation bounds and to derive efficient learning algorithms, see (Alquier 2021; Dziugaite and Roy 2017).

Contribution. In this paper we develop PAC-Bayesian inequalities for a class of discrete-time dynamical systems with hidden (unobserved) states. This class includes a wide variety of dynamical systems, ranging from linear time-invariant state-space representations (LTI)s to recurrent neural networks (RNNs). We view dynamical systems as hypotheses (predictors) which transform past inputs and outputs (labels) to estimates of the current output (label). That is, our framework captures both time-series forecasting and learning models which causally transform sequences of inputs to sequences of outputs. In the latter case, the dynamical system at hand uses only past inputs. Furthermore, training data represents a single time-series sampled from the input and output processes. That is, the training data is not i.i.d.

The PAC-Bayesian inequality of this paper proposes a bound on the difference between the generalisation loss and empirical loss. This bound holds with high probability, and it depends on the number of data points \(N\) and on the parameter (learning rate) \(\lambda\). Moreover, for a suitable choice of \(\lambda\) the bound converges to zero at the rate \(O(1/\sqrt{N})\). The latter rate is consistent with most of finite-sample bounds available in the literature for various types of models.

In order to consider non i.i.d. data we assumed that inputs and outputs are bounded and they are weakly dependent. The latter represents a type of mixing condition. Moreover, we had to restrict attention to dynamical systems which transform bounded and weakly dependent inputs to outputs having the same properties. To this end, we required that the dynamical systems satisfy the exponential convergence (Pavlov and van de Wouw 2012) property. The latter concept originates from control theory.

Motivation. PAC and PAC-Bayesian bounds are a major tool for analysing learning algorithms. Moreover, by minimizing the error bound, new, theoretically well-founded learning algorithms can be formulated. In particular, PAC-Bayesian error bounds turned out to be useful for providing non-vacuous error bounds for neural networks (Dziugaite and Roy 2017). While there is a wealth of literature on PAC (Shalev-Shwartz and Ben-David 2014) and PAC-Bayesian (Alquier 2021; Guedj 2019) bounds, for static models, much less is known on dynamical systems.

Generalization bounds for RNNs. PAC bounds for RNN were developed in (Koiran and Sontag 1998; Sontag 1998; Chen, Li, and Zhao 2020) using VC dimension, in (Wei and Ma 2019; Akpinar, Kratzwald, and Feuerriegel 2020; Joukovsky et al. 2021; Chen, Li, and Zhao 2020) using Rademacher complexity, and in (Zhang, Lei, and Dhillon 2018) using PAC-Bayesian approach. All the cited papers assume noiseless models, a fixed number of time-steps, that the training data are i.i.d sampled time-series, and the signals are bounded. In contrast, we consider (1) noisy models, (2) generalisation loss defined on infinite time horizon, (3) only one single time series available for training data.

Our contribution is consistent with recent results for linear RNNs (Emami et al. 2021; Cohen-Karlik et al. 2023), on their ability to extrapolate to longer sequences by training on short sequences with stochastic gradient descent. Thus we provide a different perspective, while extending to a more
general class of models.

**PAC and PAC-Bayesian bounds for autoregressive and linear models.** In (Alquier and Wintenberger 2012; Alquier, Li, and Wintenberger 2013) autoregressive models without exogenous inputs were considered, and the variables were either assumed to be bounded or the loss function was assumed to be Lipschitz. In contrast, we consider non-linear state-space models with inputs. That is, the learning problem considered in this paper is different from that of (Alquier and Wintenberger 2012; Alquier, Li, and Wintenberger 2013). However, we were inspired by (Alquier and Wintenberger 2012; Alquier, Li, and Wintenberger 2013). In (Eringis et al. 2021, 2023b) PAC-Bayesian bounds for linear state-space models were derived. In contrast, in this paper we derive bounds for non-linear state-space models. Moreover, the bound of (Eringis et al. 2021, 2022) does not converge to zero for systems with unbounded noise and inputs. The result of (Eringis et al. 2023b) for systems with bounded noise and inputs, where the PAC-Bayesian bound converges to zero, is a special case of the result of the present paper.

**Finite-sample bounds for system identification.** Guarantees for asymptotic convergence of learning algorithms are a classical topic in system identification (Ljung 1999). Recently, several publications on finite-sample bounds for learning dynamical systems were derived, without claiming completeness (Simchowitz et al. 2018; Simchowitz, Boczar, and Recht 2019; Simchowitz 2021; Oymak and Ozay 2022; Lale et al. 2020; Foster, Sarkar, and Rakhlin 2020; Hazan et al. 2018; Tsiamis and Pappas 2019; Sarkar, Rakhlin, and Dahleh 2021). First, all the cited papers propose a bound which is valid only for models generated by a specific learning algorithm. In particular, these bounds do not characterise the generalisation gap for arbitrary models, i.e., they are not PAC-Bayesian bounds. Second, many of the cited papers do not derive bounds on the infinite horizon prediction error. More precisely, (Oymak and Ozay 2022; Lale et al. 2020; Tsiamis and Pappas 2019; Simchowitz and Foster 2020) provided error bounds for the difference of the first T Markov-parameters of the estimated and true system for a specific identification algorithm. However, in order to characterise the infinite horizon prediction error, we need to take T = \infty. For T = \infty the cited bounds become infinite, i.e., vacuous. Error bounds for certain classes of non-linear dynamical systems were also derived in (Sattar, Oymak, and Ozay 2022; Sattar and Oymak 2022; Blanke and Leflar 2023; Foster, Sarkar, and Rakhlin 2020; Mania, Jordan, and Recht 2022; Sajad et al. 2022; Shi, Mazhar, and De Schutter 2022; Roy, Balasubramanian, and Erdogdu 2021; Ziemann, Sandberg, and Matni 2022; Ziemann and Tu 2022; Li et al. 2023), but they assume full state observation and they provide an error bound for a specific learning algorithm. In contrast, we consider models with unobserved (hidden) states.

**Outline.** We start off the paper with informally presenting the main result. We then define the class of dynamical systems which plays the role of the hypotheses class. In the following section we define the learning problem formally. Finally, we state the main results of the paper, where the PAC-Bayesian bound on the generalisation gap of dynamical systems is stated. At the end, we present a short illustrative numerical example. The detailed proofs can be found in (Eringis et al. 2023a, Appendix).

**Notation.** Note that unless otherwise defined, this paper will follow the notation defined by Goodfellow et al. (2016), i.e. \( x \) is a vector, and \( x \) is a random vector. Let \( F \) denote a \( \sigma \)-algebra on the set \( \Omega \) and \( P \) be a probability measure on \( F \). Unless otherwise stated all probabilistic considerations will be with respect to the probability space \( (\Omega, F, P) \), and we let \( \mathbb{E}(x) \) denote expectation of the stochastic variable \( x : \Omega \rightarrow \mathbb{R}^n \). We shall denote the realisation of a stochastic variable \( x \) as \( x(\omega) \), with \( \omega \in \Omega \). Each Euclidean space is associated with the topology generated by the 2-norm \( \| \cdot \|_2 \), and the Borel \( \sigma \)-algebra generated by the open sets. The induced matrix 2-norm is also denoted \( \| \cdot \|_2 \). We use \( \triangleq \) to denote "defined by", and \( \equiv \) to denote that the equality holds almost surely with respect to some underlying probability measure.

**Problem Formulation and PAC-Bayesian Setting**

In this paper we will consider time-series supervised learning problem. The goal will be to optimise a posterior distribution defined over some set of predictors (hypotheses) \( H \). To this end we assume that we have only one sequence of training data. Let us fix \( \mathbb{N} \) random variables \( x(t) \in \mathbb{R}^n \), \( y(t) \in \mathbb{R}^m \), for some \( n \in \mathbb{N} \). The goal of each predictor \( h \in H \) is to estimate \( y(t) \) based on current and past values \( \{ x(s) \}_{s=0}^t \) of \( x \). Formally, we can think of \( h \) as a function \( h : \bigcup_{k=1}^\infty \mathbb{R}^k \rightarrow \mathbb{Y} \), such that the predictor \( \hat{y}(t) \) generated by \( h \) satisfies \( \hat{y}(t) = h(\{ x(s) \}_{s=0}^t) \).

We allow the process \( x \) to contain \( y \) as a component, i.e.,

\[
x = \begin{bmatrix} x^T \ y^T \end{bmatrix}^T.
\]

In this case, the predictor uses past values of \( y \) to predict the current one, i.e., the predictor is autoregressive. In particular, in this case, for the learning problem to be meaningful, the class of predictors \( H \) should be such that \( h(\{ x^T(s) \ y^T(s) \}_{s=0}^t) \) does not depend on the value \( y(t) \) of \( y \) at time instant \( t \).

The training data is a single sample \( \mathcal{D} = \{ y(s)(\omega), x(s)(\omega) \}_{s=0}^{N-1} \), for some \( \omega \in \Omega \), from the random variables \( \{ y(s), x(s) \}_{s=0}^{N-1} \). We are interested in the empirical loss

\[
\mathcal{L}_N(h) \triangleq \frac{1}{N} \sum_{t=0}^{N-1} \ell(y(t), h(\{ x(s) \}_{s=0}^t))
\]

and generalisation loss

\[
\mathcal{L}(h) \triangleq \lim_{t \to \infty} \mathbb{E}[\ell(y(t), h(\{ x(s) \}_{s=0}^t))]
\]

for some loss function \( \ell : \mathbb{Y} \times \mathbb{Y} \rightarrow \mathbb{R}_+ \). Note that, classically generalisation loss is defined simply as \( \mathbb{E}[\ell(y(t), h(\{ x(s) \}_{s=0}^t))] \). However in the time-series setting, this would depend on the time \( t \), and as such would not give the desired intuition. Indeed, in time series prediction, the predictions are updated as new data points become available. For instance, the prediction \( \hat{y}(t+1) \) depends on \( x(t+1) \) and \( \hat{y}(t) \).

In (Sattar, Oymak, and Ozay 2022; Sattar and Oymak 2022; Blanke and Leflar 2023; Foster, Sarkar, and Rakhlin 2020), it was assumed that the class of predictors was selected from a fixed class of predictors \( H \). In contrast, we consider the problem of learning from a class of predictors \( H \) which is not fixed, but is selected based on the training data. For instance, the class of predictors may be selected as the class of predictors that minimises the empirical loss \( \mathcal{L}_N(h) \).
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Theorem 1 (Informal theorem). There exist constants
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\[ H \]
such that for all
\[ \lambda > 0 \]
and for any
\[ \delta \]
(0, 1/2), the following holds with probability at least
\[ 1 - 2\delta \]
on the data
\[ \forall \hat{\rho} \in M_\pi : E_{h_\hat{\rho}} L(h) \leq E_{h_\rho} \hat{L}_N(h) \]
\[ + \frac{1}{\lambda} \left[ D_{KL}(\hat{\rho}||\pi) + \ln \frac{1}{\delta} + \frac{\lambda^2}{N} G_1 + \frac{\lambda}{N} G_2 \right] \]
(4)
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The bound in equation 4 suggests that for learning we could choose a posterior
\[ \hat{\rho} \]
which minimises the right-hand side of equation 4. Then we can either randomly sample a model from that posterior or choose the model with the highest likelihood (Alquier 2021). The posterior which minimises the right-hand side of equation 4 is known as the
\[ \text{Gibbs posterior} \]
(Alquier, Ridgway, and Chopin 2016), which is defined by
\[ \rho_N(h) \triangleq Z^{-1} \pi(h) e^{-\lambda \hat{L}_N(h)}, \]
\[ Z = E_{h_\rho}[e^{-\lambda \hat{L}_N(h)}]. \]
In particular, the model which maximises
\[ \rho_N(h) \]
is the one which minimises the regularised empirical loss
\[ \hat{L}_N(h) - \frac{1}{\lambda} \ln(\pi(h)). \]
This al-
\[ \rho_N(h) \]
...similarly to Catoni-like bounds, and interpret the prior
\[ \pi \]
as a regularisation term added to the empirical loss functions.

Remark 1 (Asymptotic properties: \( O(1/\sqrt{N}) \) bound). The derived bound has similar asymptotic properties to classical Catoni-like bounds. In particular, if we choose
\[ \lambda \]
to be of order \( O(\sqrt{N}) \), then the bound
\[ r_N(\lambda, \delta, \hat{\rho}) \triangleq \frac{1}{\lambda} \left[ D_{KL}(\hat{\rho}||\pi) + \ln \frac{1}{\delta} + \frac{\lambda^2}{N} G_1 + \frac{\lambda}{N} G_2 \right] \]
converges to zero with the rate \( O(1/\sqrt{N}) \) for each fixed
\[ \delta \]
and posterior
\[ \hat{\rho} \]. This implies existence of
\[ N^* > 0 \]
where the proposed bound is non-vacuous for all
\[ N > N^* \]
Remark 2 (Intuition behind the constants). Intuitively, the bounds
\[ G_1 \]
and
\[ G_2 \]
are increasing functions of
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mixing coefficients of the data, and certain quantities which are related to robustness of the predictors. In particular, the more independent the data is, and the more robust the predictors are, the smaller the bound is.

Proof strategy The proof relies on PAC-Bayes inequalities obtained by applying Donsker-Varadhan change of measure, in the form of the following lemma.

Lemma 1 (Theorem 3 of Germain et al. (2016)). For any measurable functions
\[ X, Y \]
on
\[ H \]
any
\[ \delta \]
(0, 1], and
\[ \lambda > 0 \]
the following holds with probability at least
\[ 1 - \delta \]
\[ \forall \hat{\rho} \in M_\pi : E_{h_\hat{\rho}} (X(h) - Y(h)) \]
\[ \leq \frac{1}{\lambda} \left[ D_{KL}(\hat{\rho}||\pi) + \ln \frac{1}{\delta} + \Psi_\pi(\lambda, N) \right] \]
(5)
with
\[ \Psi_\pi(\lambda, N) = \ln E_{h_\rho} E[e^{\lambda (X(h) - Y(h))}] \]
We first apply Lemma 1 by choosing
\[ Y(h) = \hat{L}_N(h) \]
to be the empirical loss and
\[ X(h) = V_N(h) \triangleq \lim_{s \to -\infty} \frac{1}{N} \sum_{t=0}^{N-1} \ell(y(t), h(\{x(s)\}_{s=s})) \]
to be the infinite horizon loss, a version of the empirical loss without the transient caused by the initial state. We bound the moment generating function
\[ E[e^{\lambda (X(h) - Y(h))}] \]
by assuming that the dynamical systems realising the predictors have the exponential convergence property (see Def. 2), and using (Alquier and Wintenberger 2012, Proposition 4.2) for weakly dependent processes. In this way we obtain a first PAC-Bayesian inequality in the form of equation 4, which covers the issue of choosing the initial state of the predictor.

Next, we apply Lemma 1 such that
\[ Y(h) = V_N(h) \]
is the infinite horizon empirical loss and
\[ X(h) = L(h) \]
is the generalisation loss. Since
\[ E[V_N(h)] = L(h) \]
we can bound the moment generating function
\[ E[e^{\lambda (L(h) - V_N(h))}] \]
by using a generalisation of Hoefding’s lemma (Alquier and Wintenberger 2012, Theorem 6.6), (Rio 2000). We can apply this lemma since the difference between the true and predicted labels is weakly dependent. The latter is true, since the system which generates this difference (Eringis et al. 2023a, Lemma A.7) has the property that its outputs are weakly dependent.
We can apply union bound on the two obtained PAC-Bayesian inequalities, resulting in the bound of Theorem 1. In fact, we derive more general theorem, whose corollary is Theorem 1. For full details see (Eringis et al. 2023a, Appendix).

Class of Dynamical Systems

In this paper we will consider predictors realised by a special class of dynamical systems. Furthermore, later we assume that the data is an output of such a system. In this section, we define this class of systems. To this end, let us consider a generalisation of the dynamical system in equation 3:

\[
S \begin{cases} 
    s(t+1) = f(s(t), v(t)), \\
    y(t) = g(s(t), v(t)),
\end{cases}
\]

where \( v : T \rightarrow V \) is an arbitrary input trajectory (e.g., \( x(t) \) as in equation 3), \( s : T \rightarrow S \) is the state trajectory, \( y : T \rightarrow Y \) is the output trajectory, and \( T \subseteq \mathbb{Z} \) is an interval in \( \mathbb{Z} \) which has no upper bound. That is, either \( T \) is the whole \( \mathbb{Z} \) or \( T \) is an interval \([t_0, +\infty) \cap \mathbb{Z} \) for some \( t_0 \). Moreover, the sets \( S \subset \mathbb{R}^p, V \subset \mathbb{R}^m, \) and \( Y \subset \mathbb{R}^q \) are bounded. If \( T = [t_0, +\infty) \cap \mathbb{Z} \), then \( s \) is uniquely determined by the initial state \( s(t_0) = s_0 \) and the input \( v \), and we write \( s(t) = s_S(s_0, t_0, v; t) \) to emphasise the dependence on the initial state \( s(t_0) = s_0 \) and input \( v \). Moreover, if \( v \) is defined on the whole time axis \( \mathbb{Z} \), then \( s_S(s_0, t_0, v; t) \) will be understood as the solution corresponding to the restriction of \( v \) to \( T \). When \( S \) is clear from the context, we use \( s(s_0, t_0, v; t) \) instead of \( s_S(s_0, t_0, v; t) \).

Similarly, we will use \( y_S(s_0, t_0, v; t) \) to denote the output \( y(t) \) which corresponds to the state trajectory \( s(t) = s_S(s_0, t_0, v; t) \), i.e., \( y_S(s_0, t_0, v; t) = g(s_S(s_0, t_0, v; t), v(t)) \). As before, we drop the subscript \( S \) if it is clear from the context.

In addition, we will identify systems of the form (6) with the tuple \( S = (S, Y, V, f, g) \).

For systems (6) to be suitable for time-series prediction, they should be robust. In other words, they should be capable of withstanding small perturbations in inputs and initial states without leading to significant changes in the state and output trajectories over time. Without robustness, even minor numerical rounding errors, when implemented, can accumulate over time, resulting in increasingly inaccurate predictions. Note that this is not much of an issue when the prediction is a static function of a finite number of past inputs (auto-regression, systems with fully observed state), or the length of the time-series used for prediction is small. However, it becomes an issue when, as it is often the case in time-series prediction, we use an increasing number of data points in prediction, as more of them become available. Additionally, it is desirable for predictors to preserve stationarity and mixing properties of the inputs. Predictors are expected to generate one-step ahead approximations of the input process. If they cannot even preserve such simple properties, then there is little hope for them being accurate. Both of these properties can be guaranteed by requiring certain stability properties to be defined below. To this end, we recall the following

**Definition 1** (UCE and steady-state state and output trajectories (Pavlov and van de Wouw 2012)). The system \( S \) from equation 6 is called uniformly exponentially convergent (UCE) with constants \( C \) and \( \tau \in [0, 1) \), if for each bounded \( v : \mathbb{Z} \rightarrow V \), there exists a unique bounded state trajectory \( s = s_S, v : T \rightarrow \mathbb{S} \) of \( S \), and for any initial state \( s_0 \)

\[
\|s_S(s_0, t_0, v; t) - s_S, v(t)\|_2 \leq C \tau^{t-t_0} \|s_0 - s_S, v(t_0)\|_2
\]

We refer to \( s_S, v \) as the steady-state state trajectory of \( S \) associated with \( v \). We call \( y_S, v : Z \ni t \rightarrow g(s_S, v(t), v(t)) \) the steady-state output trajectory associated with \( v \).

UCE guarantees robustness to perturbations in the initial state, and existence of steady-state trajectories for every input. The latter represent the asymptotic behavior of the system as \( t \to +\infty \) for the given input, and they can be viewed as the state trajectory starting at \( t_0 = -\infty \), with arbitrary initial state, see (Eringis et al. 2023a, Lemma A.4). Although UEC is stronger than other stability notions, many systems used in practice have this property (Pavlov and van de Wouw 2012). Next, we define the class of systems which has all the desired properties mentioned above.

**Definition 2** (Class S system). We will say that the system from equation 6 is a class \( S \) system, with associated constants \( C \geq 1, \tau \in [0, 1), L_V > 0, L_g, s > 0, \) and \( L_g, v > 0 \) if the following holds:

\( (UCE) \) S is UEC with constants \( C \) and \( \tau \)

(\textit{Exponential robustness in inputs}) For any two bounded input trajectories \( v_1, v_2 : \mathbb{Z} \to V \),

\[
\|s_{v_1}(t) - s_{v_2}(t)\|_2 \leq L_V \sum_{k=1}^\infty \tau^{k-1}\|v_1(t) - k - v_2(t) - k\|_2
\]

(\textit{Lipschitz output}) The output function \( g \) has Lipschitz constants \( L_g, s, L_g, v > 0 \), i.e., \( \|g(\xi_1, v_1) - g(\xi_2, v_2)\|_2 \leq L_g, s \|\xi_1 - \xi_2\|_2 + L_g, v \|v_1 - v_2\|_2 \), for all \( \xi_1, \xi_2 \in S, v_1, v_2 \in V \).

UCE implies robustness with respect to perturbations in the initial state. Exponential robustness in inputs implies that state is robust w.r.t. perturbations in the inputs. In fact, the effect of an instantaneous perturbations in the input decays exponentially fast. The requirement that the output function is Lipschitz ensures that the output trajectories inherit the favorable robustness properties of the state trajectories.

**Remark 3** (Role of constants). The smaller the constants \( C, \tau, L_V \) and \( L_g, s, L_g, v \), the more robust the system is to perturbations in inputs and states. Among these constants, \( \tau \) is the most significant one, as it determines how fast the effect of perturbations will decay with time.

In addition, outputs of \( S \) systems generated by mixing and stationary inputs are also mixing and stationary, see (Eringis et al. 2023a, Lemma A.4). Some remarks are in order.

**Contractive systems are of class \( S \).** By (Eringis et al. 2023a, Lemma A.6), a sufficient condition for belonging to class \( S \) is that \( f, g \) are Lipschitz, and \( f \) is a contraction in its first argument, i.e., \( \|f(s, v) - f(s', v)\|_2 < \tau\|s - s'\|_2 \), with \( \tau \in (0, 1) \).
Examples of RNNs which are of class \( S \). In particular, for RNNs, \( f \) being contraction boils down to the activation functions being Lipschitz and to the condition \( \text{Lip}(\sigma_f)|A|_2 < 1 \), see Table 1 for the corresponding constants. Note that commonly used activation functions (ReLU, tanh, sigmoid, linear, etc.) are Lipschitz. Table 1 shows explicitly how to compute the necessary constants for RNNs.

A sufficient condition for \( \text{Lip}(\sigma_f)|A|_2 < 1 \) to hold is that the absolute values of all the entries of \( A \) are smaller than \( (\text{Lip}(\sigma_f)n)^{-1} \). Note that many trained and used models have small weights, e.g., (Woo et al. 2021). Furthermore, weight regularisation, which tends to lower the norm of the weights, is commonly used in learning.

Systems of class \( S \) which are not contractions A sufficient condition for a system to be of class \( S \) is that \( f \) and \( g \) are Lipschitz, and that there exist a quadratic Lyapunov function, see conditions 1 and 2 of (Eringis et al. 2023a, Lemma A.6). The latter may hold even if \( f \) is not a contraction. For instance, stable linear state-space systems, i.e., systems of the form \( f(s, x) = As + Bx \) and \( g(s, x) = Cs + Dx \) for suitable matrices \( A, B, C, D \) such that the spectral radius of \( A \) is smaller than 1, satisfy (Eringis et al. 2023a, Lemma A.6), but they are not contractions.

For piecewise-affine functions \( f \) (e.g., RNNs with ReLU activation) the conditions of (Eringis et al. 2023a, Lemma A.6) can be checked using Linear Matrix Inequalities (LMI), see (Pavlov and van de Wouw 2012, Theorem 2).

Interconnection of systems, multi-layer RNNs Class \( S \) property is preserved under interconnection: series interconnection of two class \( S \) systems is also \( S \) (see (Eringis et al. 2023a, Lemma A.8)). Furthermore, the corresponding constants can be computed from those of the two systems. In particular, multilayer RNNs which can be represented as a series interconnection of several single layer RNNs will be of class \( S \), if each individual layer is of class \( S \).

Assumptions on Data and Predictors

Let us now formally state our assumptions on the data and the class of predictors.

In a nutshell, we would like the process \( y, x \) to be outputs of a class \( S \) system for an i.i.d. input process, and the predictors (hypotheses) to be class \( S \) systems. To this end, we need to consider \( S \) systems driven by stochastic inputs. More precisely, let \( S = (\mathbb{S}, \mathbb{V}, f, g) \) be a system of class \( S \), and let \( v \) be an essentially bounded stochastic process taking values in \( \mathbb{V} \). Then for any initial state \( s_0 \), time instances \( t_0 \leq t \), we can define the random variable \( y_S(s_0, t_0, v; t) : \Omega \ni \omega \mapsto y_S(s_0, t_0, v(\omega); t) \), and we refer to it as the output process of \( S \) at time \( t \). For the input \( v \), initial state \( s_0 \) and initial time \( t_0 \). Likewise, for every \( t \in \mathbb{Z} \), we define the random variable \( y_{S, v}(t) : \Omega \ni \omega \mapsto y_{S,v}(\omega)(t) \), and we call the stochastic process formed by \( \{y_{S,v}(t)\}_{t \in \mathbb{Z}} \) the steady-state output process of \( S \) associated with \( v \). We are now ready to state our assumptions on the data.

Assumption 1 (Data Generator). There exists a system \( S_g = (\mathbb{S}_g, \mathbb{V}_g \times \mathbb{X}_g, f_g, g_g) \) of class \( S \) with constants \( C_{g}, \tau_g, I_{g,v}, L_{g,s}, L_{g,v}, \) and an essentially bounded i.i.d. process \( e_g \) such that \( [y^T, x^T]^T \text{ is the steady-state output process of } S_g \) associated with \( e_g \), i.e., \( [y^T(t), x^T(t)]^T = y_{S_g, e_g}(t) \) for all \( t \in \mathbb{Z} \).

Note that, we assume the existence of the generator \( S_g \), but we do not assume the knowledge of \( S_g \).

Assumption 1 can be viewed as a realisability assumption: we assume that the data generator is of the same type as the predictor. Another reason for Assumption 1 is that it guarantees certain weak dependence properties of the data, which, in turn, allow us to use extensions of Hoeffding inequalities (Rio 2000) to prove PAC-Bayesian bounds.

More precisely, recall from (Alquier, Li, and Wintenberger 2013, Definition 5) the notion of the mixing coefficient \( \theta_{\mathbb{A},N}(1), \forall 1 \leq N \in \mathbb{Z}, \) of a process \( q \). Following (Alquier, Li, and Wintenberger 2013) we will say that \( q \) is weakly dependent with constants \( B^q \) and \( \theta^q_\mathbb{A} \), if \( q \) is stationary, essentially bounded and for all \( t \in \mathbb{Z}, B^q \geq ||q(t)||_\infty \) w.p. 1, and \( \theta^q_\mathbb{A}(1) \geq \theta^q_{\mathbb{A},N}(1) \) for all \( N \geq 1 \).

Lemma 2. Under Assumption 1, \( q = [y, x] \) is weakly dependent with the constants

\[
B^q \triangleq 2||e_g(0)|| \leq L_{g,v} + L_{g,s} \frac{L_{g,v} + L_{g,s}}{1 - \tau_g} \frac{1}{1 - \tau_g^2}.
\]

Later on we shall see that the bound on the generalisation gap depends on the constants \( B^q \) and \( \theta^q_{\mathbb{A},N}(1) \). Hence, we will assume that they are known. Intuitively, \( B^q \) is just an upper bound on the norm of the data. The constant \( \theta^q_{\mathbb{A},N}(1) \) encodes the information on how non i.i.d. the data is. In particular, it is zero for i.i.d. data. The knowledge of these constants is often assumed in the literature, e.g., (Alquier, Li, and Wintenberger 2013; Alquier 2021).

Similarly, we assume that the predictors \( \hat{y}(t) = h(\{x(s)\}_{s=0}^t) \), take the form of class \( S \) systems and they are parametrised by elements of a parameter set \( \Theta \).

Assumption 2 (Parameterisation & realisation by class \( S \)). There exists a compact set \( \Theta \subseteq \mathbb{R}^n \), a bounded set \( \mathbb{S} \subseteq \mathbb{R}^n \), a function \( \Pi : \Theta \rightarrow \mathbb{S} \), and continuous functions \( \hat{f} : \mathbb{S} \times x \times \Theta \rightarrow \mathbb{S} \), \( \hat{g} : \mathbb{S} \times x \times \Theta \rightarrow \mathbb{Y} \), \( \hat{s}_\Theta : \Theta \rightarrow \mathbb{S} \) such that the following holds.

• For any \( \theta \in \Theta \), consider the functions

\[
\hat{f}_\theta : \mathbb{S} \times x \ni (s, v) \mapsto \hat{f}(s, v, \theta) \in \mathbb{S},
\]

\[
\hat{g}_\theta : \mathbb{S} \times x \ni (s, v) \mapsto \hat{g}(s, v, \theta) \in \mathbb{Y}.
\]

Then \( \hat{S}_\Theta \triangleq (\mathbb{S}, \mathbb{V}, \hat{f}_\theta, \hat{g}_\theta) \) is a system of class \( S \).

• The predictor \( h_\theta \triangleq \Pi(\theta) \) is such that for all \( t \geq 0, t \in \mathbb{Z} \), \( h_\theta(\{x(s)\}_{s=0}^t) \) is the output of \( \hat{S}_\Theta \) at time \( t \) for input \( x \), initial state \( \hat{s}_\Theta(\theta) \), and initial time \( 0 \), i.e.,

\[
h_\theta(\{x(s)\}_{s=0}^t) = y_{S_\Theta}(\hat{s}_\Theta(\theta), 0, x; t).
\]

This class of predictors includes RNNs (\( \Theta \) is the set of weights), and most of standard classes of state-space representations used for time-series prediction and filtering. Assumption 2 guarantees existence of the generalisation loss.
defined in equation 2. To this end, for every $\theta \in \Theta$ let us denote:
\[
\hat{y}_\theta(t|0) \triangleq y_{s_0}(s_0(\theta), 0; x; t) = h_0(\{x(s)\}_{s=0}^t),
\]
\[
\tilde{y}_\theta(t) = y_{s_0,x}(t)
\]
i.e., $\tilde{y}_\theta(t|0)$ is just the prediction at time $t$ generated by $h_0$, and $\hat{y}_\theta(t)$ is the output process $y_{s_0,x}(t)$ of the $S$ system $S_\theta$ associated with $x$.

From Eringis et al. 2023a, Lemma A.4) it follows that the limit
\[
\lim_{t \to \infty} \mathbb{E}[\ell(y(t), h_0(\{x(s)\}_{s=0}^t))] = \lim_{t \to \infty} \mathbb{E}[\ell(\hat{y}(t), \tilde{y}_\theta(t|0))]
\]
equals $\mathbb{E}[\ell(\hat{y}(t), \tilde{y}_\theta(t|0))]$ hence the generalisation loss $L(h_0)$ is well-defined for all $\theta \in \Theta$.

Previously, we have informally taken expectation over predictors. Assumption 2 makes it possible to define the latter notion formally. Let $B_\theta$ be the $\sigma$-algebra of Lebesgue-measurable subsets of the parameter set $\Theta$, and $\pi$ denote the Lebesgue measure on $\mathbb{R}^n$. If $\rho$ is a probability density function on the measure space $(\Theta, B_\theta, \pi)$, and $F$ is a measurable and absolutely integrable function on $\theta$, then we denote by
\[
E_{\theta \sim \rho}F(\theta) \triangleq \int_{\theta \in \Theta} \rho(\theta)F(\theta)d\pi_{\theta}(
\]
the expectation of $F$ w.r.t. $\rho$. If $F : \mathcal{H} \to \mathbb{R}$ is a map such that $\mathcal{H} \ni \theta \mapsto F(h_\theta)$ is measurable and absolutely integrable, then with an abuse of notation we use
\[
E_{h_\theta \sim \rho}F(h_\theta) \triangleq \int_{\theta \in \Theta} \rho(\theta)F(h_\theta)d\pi_{\theta}(
\]
to denote the expectation of $\Theta \ni \theta \mapsto F(h_\theta)$ w.r.t. $\rho$. In particular, with the convention above, the expectations $E_{h_\theta \sim \rho}\mathcal{L}(h_\theta)$ and $E_{h_\theta \sim \rho}\mathcal{L}(h_\theta)$ are well defined.

**Assumption 3.** The loss function $\ell$ is Lipschitz, with global Lipschitz constant $L_\ell > 0$.

Note that Assumption 2 implies that for any parameter $\theta \in \Theta$, the output $\hat{y}_\theta(t|0)$ is bounded, i.e., $|\hat{y}_\theta(t|0)| \leq G_0B_\theta$, where $G_0 \triangleq \frac{L_{g,s}(\theta)\Lambda_{\hat{y}_\theta}(\theta)}{1 - \tau(\theta)} + L_{g,v}(\theta)$. Since all the processes are bounded, one can use restrictions of locally Lipschitz loss functions, e.g. square loss, to a bounded set, and they will be Lipschitz. For example, the restriction of the square error loss $\ell(y, \tilde{y}) = ||\tilde{y} - y||_2^2$, is Lipschitz with a constant $L_\ell = 2B_\theta^2\max\{1, \sup_{\theta \in \Theta} G_0(\theta)\}$.

**Remark 4.** In contrast to standard classification, classification with soft labels also fit our framework (Hinton, Vinyals, and Dean Dec. 2014). To this end, we use the softmax loss function,
\[
\ell(y, \hat{y}) = -\sum_{i=1}^K y_i \ln \left( \frac{e^{x_i}}{\sum_{j=1}^K e^{x_j}} \right),
\]
see (Eringis et al. 2023a, Lemma A.10).

<table>
<thead>
<tr>
<th>System</th>
<th>Conditions</th>
<th>Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s(t+1) = \sigma_f(As(t) + Bx(t) + h_1)$</td>
<td>$\sigma_f, \sigma_h$ are Lipschitz</td>
<td>$C' = 1, \tau = \text{Lip}(\sigma_f)</td>
</tr>
<tr>
<td>$y(t) = \sigma_h(Cs(t) + Dx(t) + b_2)$</td>
<td>$\text{Lip}(\sigma_f)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Example of Class $S$ systems ($\text{Lip}(\phi)$ denotes the Lipschitz constant of $\phi$)

### Main Result

With the definitions and assumptions above, we can state the main result formally. The informal theorem Theorem 1 is a special case of this main result. To this end, for any probability density $\pi$ on $(\Theta, B_\theta, \pi)$, denote by $M_\pi$ the set of all probability densities for which the corresponding probability measures are absolutely continuous w.r.t. to the probability measure defined by $\pi$. Furthermore, for any $\theta \in \Theta$, denote by $C(\theta), L_{g,s}(\theta), L_{g,v}(\theta), L_\nu(\theta)$, and $(\tau(\theta) \in [0,1)$ the constants of the class $S$ system $S_\theta$, and let $s_0(\theta)$ be the initial state of $S_\theta$ from which the hypothesis $h_\theta$ is generated, see Assumption 2. Let $\theta_0(1)$ and $B_\theta$ be the constants of the data generating system from Lemma 2.

**Theorem 2.** Under Assumptions 1, 2, and 3, for any probability density $\pi$ on $(\Theta, B_\theta, \pi)$, for any $\delta \in (0,0.5]$, and $\lambda > 0$ the following holds with probability at least $1 - 2\delta$,
\[
\forall \hat{\rho} \in M_\pi : E_{h_\theta \sim \rho}\mathcal{L}(h_\theta) \leq E_{h_\theta \sim \rho}\mathcal{L}(h_\theta)
\]
\[
+ \frac{1}{\lambda} \left[ D_{KL}(\hat{\rho}||\pi) + \ln \frac{1}{\delta} + \hat{\Psi}_2(\lambda, N) \right],
\]
with $\hat{\Psi}_\pi(\lambda, N) \triangleq \frac{1}{2} \left[ \ln E_{h_\theta \sim \pi}\mathcal{L}_1(\theta) + \ln E_{h_\theta \sim \pi}\mathcal{L}_2(\theta) \right]$
\[
\hat{\Psi}_1(\theta) \triangleq \exp \left\{ \frac{2\lambda^2 \mathcal{L}_1(\theta)}{N} \left( B_\theta^2 (G_\theta + H_\theta) + \bar{\theta}_\pi(1)G_\theta \right)^2 \right\},
\]
\[
\hat{\Psi}_2(\theta) \triangleq \exp \left\{ \frac{2\lambda^2 \mathcal{L}_1(\theta)}{N} \left( B_\theta^2 H_\theta + \|s(\theta)\|_2^2 \psi(\theta) \right) \right\},
\]
\[
G_\theta \triangleq \frac{L_{g,s}(\theta)L_\nu(\theta)}{1 - \tau(\theta)} + L_{g,v}(\theta), H_\theta \triangleq \frac{L_{g,s}(\theta)L_\nu(\theta)}{(1 - \tau(\theta))^2},
\]
\[
\psi_0(\theta) \triangleq \frac{L_{g,s}(\theta)}{1 - \tau(\theta)} \quad \text{and} \quad D_{KL}(\hat{\rho}||\pi) \triangleq E_{h_\theta \sim \rho} \ln \frac{\hat{\rho}(\theta)}{\pi(\theta)} \text{is the Kullback–Leibler (KL) divergence between $\hat{\rho}$ and $\pi$.}
\]

The proof of Theorem 2 is presented in (Eringis et al. 2023a, Appendix A.5). The quantities $\hat{\Psi}_1(\theta), \hat{\Psi}_2(\theta)$ can be computed using Markov-Chain Monte-Carlo methods for standard architectures, e.g. RNNs, for which the relevant constants have explicit expressions (e.g., see Table 1). Moreover, $\hat{\Psi}_1(\theta), i = 1, 2$ depend on the parameterisation, which is reflected in the use of $E_{h_\theta \sim \rho}$ to denote their averages w.r.t. the prior $\pi$. In contrast, $\mathcal{L}(h)$ and $\mathcal{L}_\pi(h)$ depend only on the hypothesis class, and we use $E_{h_\theta \sim \rho}$ to denote their averages w.r.t. the posterior $\hat{\rho}$.

Theorem 2, provides the most general case. Under more strict assumptions, from Theorem 2 we can trivially arrive at Catoni-like bounds.
Corollary 1. If

\[
G_1 \triangleq \sup_{\theta \in \Theta} 2L_t^2 \left( B^q \left( G_0 + H_0 \right) + \bar{\theta}^q_{1,\infty}(1)G_0 \right)^2,
\]

\[
G_2 \triangleq \sup_{\theta \in \Theta} 2L_t \bar{C}(\theta) \left( 2B^q H_0 + \frac{\| \bar{s}_\tau(\theta) \|_2 L_{g,a}(\theta)}{1 - \tau(\theta)} \right)
\]

exist, then Theorem 1, with \( G_1, G_2 \) from equation 10 holds.

The constants \( G_1 \) and \( G_2 \) depend on the chosen parametrisation of the hypothesis class.

Discussion on the bound The bound is increasing in:

1. The magnitude of the data (term \( B^q \), Lemma 2),
2. in the mixing coefficient \( \bar{\theta}^q_{1,\infty}(1) \) of the data see Lemma 2. The smaller this mixing coefficient is, i.e., the closer the data is to being i.i.d., the smaller is the bound. In particular, for i.i.d. inputs (i.e., \( \bar{\theta}^q_{1,\infty}(1) = 0 \)) we get back the classical PAC-Bayesian bounds (Alquier 2021).
3. In the degree of robustness of the predictors captured by \( \tau(\theta) \), and to a smaller extent by \( L_{g,a}(\theta), L_v(\theta), L_{g,v}, C(\theta) \). By Remark 3, the smaller these constants are, the more robust the predictors are. That is, robustness is connected to a smaller generalisation gap.

The role of the number of time steps In our setting, due to the definition of the generalisation loss, the number of time steps for which the predictor has been run during inference does not enter the bounds. The key for achieving this was to assume that the predictors are stable dynamical systems. This is in contrast to other bounds for RNNs/dynamical systems (Koiran and Sontag 1998; Sontag 1998; Chen, Li, and Zhao 2020; Wei and Ma 2019; Akpınar, Kratzwald, and Feuerriegel 2020; Joukovsky et al. 2021) which grow as the number of time steps for which the predictor has been run during inference.

Role of the depth of RNNs As it was mentioned previously, for multi-layer RNNs, the constants \( \tau(\theta), L_{g,a}(\theta), L_v(\theta) \) can be estimated based on the corresponding constants for each layer. However, these estimates grow more conservatively, as the number of layers grows, resulting in a more conservative PAC-Bayesian bound. That is, similarly to other PAC(-Bayesian) bounds, our bound may increase with the depth of RNNs, even though the depths does not enter it directly.

Illustrative Example

In this section we shall explore a synthetic example to illustrate the proposed bound. The code for this example is available in Git repository in (Eringis et al. 2023).

We choose a generator as in Assumption 1 with:

\[
s_g(t) = \text{ReLU}(A_g s_g(t) + B_g e_g(t) + b_g),
\]

\[
\begin{aligned}
\tau(t) &= \tanh(C_g s_g(t) + D_g e_g(t) + b_{y,g}), \\
x(t) &= \text{ReLU}(A_{g,x} x(t) + B_{g,x} e_g(t) + b_{x,g})
\end{aligned}
\]

with \( n_s = 2, n_y = 1, n_x = 1 \), see numerical values of the weights \( (A_g, B_g, b_{s,g}, C_g, D_g, b_{y,g}) \) in (Eringis et al. 2023a, Appendix B). Then Lemma 2 holds with \( B^q = \sqrt{2}, \theta_{1,\infty,N}(1) = 2, \) and \( \| e_g(t) \|_\infty \leq 1.27 \).

We generate data using equation 11 by sampling \( e_g(t) \) from a truncated Gaussian distribution. The predictors use Relu and tanh activation functions, and 2 hidden states, and all weights are parameterised including the initial state. The loss function is square loss. We employ Markov Chain Monte-Carlo sampling to compute the various expectations over the prior and posterior appearing in the bound of Theorem 2, see (Eringis et al. 2023a, Appendix B).

The prior is chosen as \( \pi = N(0, \sigma^2 I) \), with \( \sigma^2 = 0.02 \). The posterior is the Gibbs posterior, i.e. \( \rho_N(\theta) \propto \pi(\theta)e^{-\lambda_N \bar{L}(\theta)} \) with \( \lambda_N = \sqrt{N} \).

For this particular example, the predictor output of which is always zero is the one with the maximum prediction error, which is 1. In particular, as we can see in Figure 1, the proposed bound is smaller than 1 and hence it is non-vacuous for \( N \geq 9 \).

Conclusion

In this paper, we have provided non-asymptotic bounds on the generalisation gap of exponentially stable dynamical systems. Under suitable conditions on hyper-parameter \( \lambda \), we see that the bound on generalisation gap converges at a rate of \( O(1/\sqrt{N}) \). The bound will converge either to 0 for a fixed posterior or to a constant involving only KL divergence, for Gibbs posterior. Furthermore the bound only depends on quantities related to the magnitude of the label and input processes, and the \( \theta_{1,\infty} \) mixing coefficient of these processes. Not only does the proposed bound inform us how to design priors that yield smaller generalisation gap, but since the proposed bound only requires limited knowledge of the data generator, we could potentially apply these bounds directly for various applications.

Potential future research directions include applying our results to various architectures, which would require deriving tools to check if these architectures belong to class \( S \). Furthermore, designing LMIs or other tools to obtain tighter system constants, would immediately yields tighter bounds on the generalisation gap.
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