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Abstract

Neuromorphic object recognition with spiking neural networks (SNNs) is the cornerstone of low-power neuromorphic computing. However, existing SNNs suffer from significant latency, utilizing 10 to 40 timesteps or more, to recognize neuromorphic objects. At low latencies, the performance of existing SNNs is significantly degraded. In this work, we propose the Shrinking SNN (SSNN) to achieve low-latency neuromorphic object recognition without reducing performance. Concretely, we alleviate the temporal redundancy in SNNs by dividing SNNs into multiple stages with progressively shrinking timesteps, which significantly reduces the inference latency. During timestep shrinkage, the temporal transformer smoothly transforms the temporal scale and preserves the information maximally. Moreover, we add multiple early classifiers to the SNN during training to mitigate the mismatch between the surrogate gradient and the true gradient, as well as the gradient vanishing/exploding, thus eliminating the performance degradation at low latency. Extensive experiments on neuromorphic datasets, CIFAR10-DVS, N-Caltech101, and DVS-Gesture have revealed that SSNN is able to improve the baseline accuracy by 6.55% \(\sim 21.41\%\). With only 5 average timesteps and without any data augmentation, SSNN is able to achieve an accuracy of 73.63% on CIFAR10-DVS. This work presents a heterogeneous temporal scale SNN and provides valuable insights into the development of high-performance, low-latency SNNs.

Introduction

Brain-inspired spiking neural networks (SNNs) mimic the mammalian brain and transmit information between neurons via discrete spikes (Maass 1997). The all-or-zero spikes and the event-driven nature make SNNs an extremely low-energy computational paradigm (Deng et al. 2020). In addition, the temporal dynamics inherent within the spiking neurons endow SNNs with superior temporal feature extraction ability (Zuo et al. 2020; Ponghiran and Roy 2022; Ding et al. 2023). Neuromorphic data represent information in the form of 0-1 event streams similar to spikes. Computation of neuromorphic data based on SNNs holds the promise of high-performance and low-power neuromorphic computing.
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To improve the performance of SNNs, researchers have made efforts in various aspects such as fine-grained spiking neurons (Fang et al. 2021b; Yao et al. 2022; Ding et al. 2022), modeling of biological neural properties (Zhao, Zeng, and Li 2022; Sun et al. 2023), and optimized training strategies (Deng et al. 2022; Guo et al. 2022b). Unfortunately, existing SNNs still require high latency to recognize neuromorphic objects. For instance, on the neuromorphic benchmark datasets CIFAR10-DVS (Li et al. 2017), N-Caltech101 (Orchard et al. 2015), and DVS-Gesture (Amir et al. 2017), 10 timesteps or more are necessary to achieve satisfactory accuracy (Feng et al. 2022; Yao et al. 2022). With fewer timesteps, these methods are not working well, as shown in Fig. 1. Therefore, achieving high-performance and low-latency simultaneously needs further exploration.

Several recent works (Li, Jones, and Furber 2023; Li et al. 2023) have introduced dynamic strategies into SNNs. By employing the sample-wise timestep, the average timestep used for recognition is greatly reduced. Although this sample-wise timestep potentially limits parallel inference (batch size of 1 in (Li, Jones, and Furber 2023)), it demonstrates the potential of SNNs at very low latencies. Another work (Kim et al. 2022) pointed out the phenomenon of temporal information concentration: during the training of SNNs, the effective information is gradually aggregated to the earlier timestep. The above work reveals the high temporal redundancy of existing SNNs, which raises a question: is it possible to reduce redundant timesteps in SNNs without sacrificing performance and parallelism? To this end, we propose the Shrinking SNN (SSNN) for low-latency, high-performance, parallelizable neuromorphic ob-
ject recognition. Specifically, inspired by the diversity of timescales in biological neurons (Cavanagh, Hunt, and Kennerley 2020), we divide the SNN into multiple stages with progressively shrinking timesteps. To mitigate information loss due to timestep shrinkage, a simple yet effective temporal transformer is employed to smoothly transform the temporal scale of information, preserving the most valuable information with negligible additional overhead. Throughout inference, the average timestep can be significantly reduced with trivial performance degradation and without reducing parallelism.

SNNs trained from scratch with surrogate gradients suffer from two major issues: (1) mismatch between surrogate and true gradients; and (2) gradient vanishing/exploding associated with binary spikes. To further improve the performance of low-latency SNNs, we focus on these two issues by adding multiple early classifiers to SNNs to facilitate training without reducing inference efficiency. Rather than vanilla SNNs that rely only on the final global loss, losses at multiple early classifiers provide more immediate gradient feedback signals. These immediate feedback signals effectively mitigate these two major issues affecting the performance of SNNs. Meanwhile, these early classifiers also contribute to the optimization of the temporal transformer, allowing valid information to be retained more completely during timestep shrinkage.

To verify the proposed method, we conducted extensive experiments on neuromorphic datasets CIFAR10-DVS, N-Caltch101, and DVS-Gesture. At very low latencies, the performance of SSNN substantially exceeds that of existing SNNs, as shown in Fig. 1. In summary, the contributions of this work are as follows:

- We propose to reduce temporal redundancy through timestep shrinkage towards low-latency SSNN, which represents a novel SNN paradigm with heterogeneous temporal scales.
- We add multiple early classifiers to the SNN to facilitate training, which alleviates the mismatch between the surrogate gradient and the true gradient, as well as the gradient vanishing/exploding. In this way, SSNN simultaneously achieves low latency and high performance.
- Extensive experiments on the neuromorphic benchmark datasets CIFAR10-DVS, N-Caltech101, and DVS-Gesture validate the superior performance of our method. At an average timestep of 5, SSNN is able to improve the baseline accuracy by 6.55% ~ 21.41%. Compared to existing SNNs, SSNN achieves remarkable advantages at low latencies.

Background

Spiking Neuron

Spiking neurons are in an iterative process of charging, firing, and resetting. When a spiking neuron $i$ receives input current from the presynaptic neurons, it incorporates the input current into the membrane potential for charging:

$$ H_i^l(t) = f(U_i^l(t-1), I_i^l(t)), $$

where $I_i^l(t)$ represents the input current, consisting of the spikes fired by the presynaptic neurons and the corresponding synaptic efficacy; $l$ and $t$ denote the layer and the timestep, respectively; $N(l-1)$ indicates the number of neurons in layer $l-1$; $H$ and $U$ denote the membrane potential and the spiking neuron just after receiving the input current and firing spike, respectively; $f(\cdot)$ is the charging function, which varies across spiking neurons.

Once the membrane potential $H_i^l(t)$ reaches the firing threshold $\vartheta$, the spiking neuron will fire a spike and deliver it to the postsynaptic neurons:

$$ S_i^l(t) = \Theta(H_i^l(t) - \vartheta) = \begin{cases} 1, & H_i^l(t) \geq \vartheta \\ 0, & H_i^l(t) < \vartheta \end{cases}. $$

After the neuron fires a spike, the membrane potential is reduced by the same magnitude as the threshold $\vartheta$, known as soft reset:

$$ U_i^l(t) = r(H_i^l(t), S_i^l(t)) = H_i^l(t) - S_i^l(t)\vartheta. $$

In this paper, the most commonly used leaky integrate-and-fire (LIF) (Feng et al. 2022) neuron is used as an example. The charging function of the LIF neuron is:

$$ H_i^l(t) = \left(1 - \frac{1}{\tau}\right) U_i^l(t-1) + I_i^l(t), $$

where $\tau$ is the membrane potential time constant that controls the amount of membrane potential leakage.

Surrogate Gradient-Based SNN Training Method

As can be seen from Eq. (2), the spike activity is not differentiable, and therefore the BP algorithm cannot work directly for SNNs. During backpropagation, the surrogate gradient-based method replaces the ill gradient of the spike activity with a smooth surrogate gradient function $h(\cdot)$. This method makes it feasible to train SNNs using the Backpropagation Through Time (BPTT) algorithm.

Specifically, the SNN calculates the spike according to Eq. (2), and the derivative of the spike w.r.t. the membrane potential according to Eq. (5):

$$ \frac{\partial S_i^l(t)}{\partial H_i^l(t)} \approx \frac{\partial h(H_i^l(t), \vartheta)}{\partial H_i^l(t)}. $$

where $h(H_i^l(t), \vartheta)$ is the surrogate gradient function. In this paper, the rectangular function (Wu et al. 2018) is used:

$$ h(H_i^l(t), \vartheta) = \frac{1}{a} \text{sign}(|H_i^l(t) - \vartheta|) < \frac{a}{2}, $$

where $a$ serves as the hyperparameter controlling the shape of the rectangular function and is set to 1.

Method

In this section, we describe the proposed SSNN for low-latency, high-performance neuromorphic object recognition. We first present two key strategies in SSNN: timestep shrinkage and early classifier, and then elaborate on the overall SSNN framework.
Timestep Shrinkage

As shown in Fig. 2, for SNNs with arbitrary architecture and layers, we divide it into \( n \) stages. The timestep required for each stage keeps shrinking as the network layers get deeper, that is, \( T_1 > T_2 > \ldots > T_n \). This practice follows the basic principle that the input part of the SNN requires a large timestep to extract sufficiently valuable features from the input, while the remaining part of the SNN uses fewer timesteps to reduce the inference latency. At the same time, the gradual shrinkage of the timestep, rather than a sudden and drastic reduction, allows the information transmitted to be effectively retained when the temporal scale is reduced, thus preventing performance degradation.

Temporal Transformer For stages with different timesteps, the temporal dimension of the data processed is different. For example, assume that the timesteps of the two stages are \( T_1 \) and \( T_2 \), and the data that can be processed are \( I_1 \in \mathbb{R}^{T_1 \times C \times H \times W} \) and \( I_2 \in \mathbb{R}^{T_2 \times C \times H \times W} \), where \( C \), \( H \), and \( W \) denote the channel, height, and width of the intermediate feature map, respectively. To allow smooth transmission of information between two stages with different temporal scales, the dimensionality of the output of the pre-stage must be converted to an acceptable dimension for the post-stage and then transmitted to the post-stage. Therefore, how to transform information between different temporal scales and maximize the preservation of valid information is a non-trivial problem. To enable the smooth transformation of information across temporal scales, we propose a lightweight and tractable yet effective temporal transformer. Denoting the output of the pre-stage as \( O_1 \in \mathbb{R}^{T_1 \times C \times H \times W} \), the temporal transformer is described as follows, and the graphical representation is shown at the top right of Fig. 2.

First, the timestep-wise global average descriptor of \( O_1 \) is calculated within \( T_1 \) timesteps:

\[
O_1^{\text{avg}} = \frac{1}{C \times H \times W} \sum_{i=1}^{C} \sum_{j=1}^{H} \sum_{k=1}^{W} O_{1,i,j,k},
\]

where \( O_{1,i,j,k}^{\text{avg}} \in \mathbb{R}^{T_1 \times 1} \) is the timestep-wise global average descriptor. Then, the temporal score \( d \in \mathbb{R}^{T_2 \times 1} \) for \( T_2 \) timesteps can be obtained using a nonlinear transformation:

\[
d = \text{softmax}(WO_1^{\text{avg}}),
\]

where \( W \in \mathbb{R}^{T_2 \times T_1} \) is the learnable weight of the nonlinear transformation. The softmax function keeps the sum of temporal scores to 1 to ensure the complete assignment of information. The temporal score \( d \) serves as the basis for reassigning \( O_1 \) in \( T_2 \) timesteps. Calculate the sum of \( O_1 \) over \( T_1 \) timesteps as the total information and assign it to \( T_2 \) timesteps based on \( d \) to obtain \( I_2 \in \mathbb{R}^{T_2 \times C \times H \times W} \):

\[
I_{2,t} = O_{1,t}^{\text{total}} \odot d_t = \sum_{t'=1}^{T_1} O_{1,t'} \odot d_t,
\]

where \( O_{1,t}^{\text{total}} \in \mathbb{R}^{C \times H \times W} \) is the total information; \( \odot \) denotes the multiplication with the broadcast mechanism.

The \( I_2 \) obtained after the above transformation has a post-stage compatible temporal dimension and can be used as input to the post-stage to continue the forward inference. In this way, the timestep can be continuously shrunk to an ultra-low value without causing significant information loss during the shrinking process.

Average Timestep and Overhead Analysis Assuming that the SNN is divided into \( n \) stages, each stage containing \( n_i \) computational units (a convolutional layer and a layer of spiking neurons), requiring timesteps of \( \{T_1, T_2, \ldots, T_n\} \), then the average timestep for inference using the SNN with timestep shrinkage can be approximated as:

\[
T_{\text{avg}} = \frac{\sum_{i=1}^{n} n_i T_i}{\sum_{i=1}^{n} n_i}.
\]
Note that the fully connected layer used for classification (which runs at the minimum timestep $T_n$) is not considered in Eq. (10), so the actual average timestep is less than $T_{avg}$. For an SNN that does not use timestep shrinkage, the average timestep is equal to the timestep of each stage. In subsequent experiments, the SNNs with and without timestep shrinkage are compared at the same average timestep to confirm the effectiveness of timestep shrinkage.

The number of learnable parameters introduced by the temporal transformer is positively correlated with the timesteps of the two adjacent stages. Within the whole SNN, the number of additional introduced parameters $w_{add} = \sum_{i=1}^{n-1} T_i T_{i+1}$. For neuromorphic data, the timestep before and after the shrinkage is typically less than or equal to 10. The number of stages $n$ that divide an SNN is generally kept between 3 and 5. Accordingly, $w_{add}$ is kept to the order of a hundred, which is negligible compared to the millions of total parameters in the SNN.

**Early Classifier**

SNNs trained with the surrogate gradient bypass the non-differentiability of the spike activity, but the mismatch between the surrogate gradient and the true gradient limits the performance of the SNN. On the other hand, binary spikes make SNNs suffer from more severe gradient vanishing/exploding than artificial neural networks (Fang et al. 2021a).

To improve the performance of SNN and eliminate the performance degradation at low latency, we mitigate these two major problems by adding multiple early classifiers during training. These losses at the early classifiers deliver more immediate gradient signals, effectively alleviating both problems while contributing to the optimization of the temporal transformer.

During training, the output of each stage, except the last one, is passed to an early classifier for auxiliary optimization (rose arrows in Fig. 2). Each early classifier consists of a convolutional layer, a spiking neuron layer, and a fully connected layer, similar to (Teerapittayanon, McDanel, and Kung 2016), capable of predicting the object based on intermediate features generated by the corresponding stage (the bottom right of Fig. 2). In this paper, early classifiers have the same structure and can actually be customized depending on the difficulty of the task and the location of the early classifiers. Alternatively, a globally shared early classifier can be used after each stage to reduce the overhead during training. We use the same structure of early classifiers rather than a deliberate setting in order to facilitate a clearer focus on the effect of this strategy rather than the structure of each early classifier. The output of the last stage predicts the object directly through the fully connected layer and without passing it to the early classifier. Thus, each stage will produce a prediction specific to the input and calculate the loss with the ground truth.

The output is decoded in a rate-based manner, that is, the average of multiple timestep outputs is used to calculate the loss along with the ground truth. The total loss is expressed as the weighted sum of the losses at each stage:

$$L_{total} = \sum_{i}^{n} \lambda_i L_i \left( \frac{1}{T_i} \sum_{t}^{T_i} Y_{i,t}, \hat{Y} \right), \sum_{i}^{n} \lambda_i = 1, \quad (11)$$

where $Y_{i,t}$ is the output of the $i$-th stage at timestep $t$; $\hat{Y}$ is the ground truth; $L_i$ denotes the loss of the $i$-th stage; $\lambda_i$ is the coefficient corresponding to the loss. In this paper, all losses are set to the cross-entropy (CE) loss. It is worth noting that this strategy is compatible with specially designed loss functions such as TET (Deng et al. 2022) and IM-Loss (Guo et al. 2022a). The total loss is backpropagated to each layer in the SNN based on the surrogate gradient function and the BPTT algorithm. The losses of each stage act on the optimization of the parameters in all its preceding layers. Compared with methods that rely only on the final output, these intermediate gradients mitigate the impact of gradient mismatch accumulation and gradient vanishing/exploding.

The output of the first stage is based only on the extracted primary features, and the corresponding loss can only facilitate the updating of local parameters. The later stages produce output on the basis of high-level features, and their losses provide broader perspectives (green arrows in Fig. 2). In the subsequent experiments, we experimentally investigate the effect of different loss coefficients $\lambda$ on the performance and show that this strategy is not sensitive to $\lambda$ with great generalization.

**Additional Overhead Analysis** The early classifiers added after each stage are only used for auxiliary optimization and do not affect the inference process. Therefore, this strategy does not incur additional computational overhead during inference.

---

**Algorithm 1: Training framework for SSNN**

**Require**: input $X$, label $\hat{Y}$, the number of stages $n$ of SNN, the timestep of each stage $\{T_1, T_2, \ldots, T_n\}$.

**Ensure**: Update network parameters.

1: Initialize network parameters $W$;
2: $I_1 = X$;
3: for $i = 1$ to $n - 1$ do
4:   $O_i \leftarrow \text{stage}_i(I_i)$; // Calculate stage output
5:   $I_{i+1} \leftarrow \text{Eq. (7-9)}$; // Transform output and shrink timestep
6:   $Y_i \leftarrow \text{EC}_i(I_{i+1})$; // Calculate the output of early classifier
7:   $L_i \leftarrow \mathcal{L}_i(\frac{1}{T_{n+1}} \sum_{t}^{T_{n+1}} Y_{i,t}, \hat{Y})$; // Calculate the loss of early classifiers
8: end for
9: $O_n \leftarrow \text{stage}_n(I_n)$;
10: $Y_n \leftarrow \text{fc}(O_n)$;
11: $L_n \leftarrow \mathcal{L}_n(\frac{1}{T_n} \sum_{t}^{T_n} Y_{n,t}, \hat{Y})$;
12: $L_{total} \leftarrow \text{Eq. (11)}$;
13: Update parameters $W$ based on the BPTT algorithm.
The SSNN Framework

SSNN achieves low-latency inference through timestep shrinkage and high performance with multiple early classifiers, as shown in Fig. 2. The temporal transformer transforms the output of the pre-stage to make it compatible with the temporal scale of the post-stage. With the immediate gradient of the early classifiers, it can facilitate the optimization of the learnable parameters in the temporal transformer, thus favoring the preservation of information during temporal scale transformation. Specifically, the output of each stage is transformed by the temporal transformer first, and then the transformed information is fed to both the early classifier and the post-stage. In this way, the input received by each early classifier has been shrunk in timestep. The training framework for SSNN is presented in Algorithm 1.

Experiments

Experiments were conducted on CIFAR10-DVS (Li et al. 2017), N-Caltech101 (Orchard et al. 2015), and DVS-Gesture (Amir et al. 2017). The preprocessing of neuromorphic data is similar to MLF (Feng et al. 2022), integrating the event streams into frames and then downsampling without any data augmentation. All experiments were repeated three times with different random seeds to reduce randomness. Two architectures, VGG-9 and ResNet-18, are used in the experiments to demonstrate the generalizability of the proposed methods. Both of these network structures are evenly divided into four stages.

Ablation Studies

Influence of $\lambda$. We first explore the influence of $\lambda$ under two settings: (a) $\lambda_1 = \lambda_2 = \lambda_3 = (1 - \lambda_4)/3$; (b) The coefficients of the losses gradually increase as the layers get deeper, i.e., $\lambda_1 < \lambda_2 < \lambda_3 < \lambda_4$. The experiments were performed on CIFAR10-DVS using VGG-9 with a timestep of 5. The experimental results are shown in Fig. 3(a). When $\lambda_4 = 1$, $\lambda_1 = \lambda_2 = \lambda_3 = 0$, only the final loss works (auxiliary optimization does not work) with an accuracy of 67.08%. As $\lambda_1$, $\lambda_3$ and $\lambda_4$ increase, the auxiliary losses gradually contribute to the optimization of the parameters and the performance improves. When $\lambda_4 \in [0.25, 0.70]$, the accuracy fluctuates between 68.70% and 70.10%, which indicates that our method is not sensitive to $\lambda$ (as long as $\lambda_1$, $\lambda_2$ and $\lambda_3$ are not 0) and has great generalizability. In addition, we step over the constraint that the weighted sum is 1 and fix $\lambda_4 = 1$ to make $\lambda_1 = \lambda_2 = \lambda_3$ to further explore the influence of $\lambda$. As shown in Fig. 3(b), the accuracy is kept between 68.80% and 70.36%, which is quite stable. In subsequent experiments, we fixed $\lambda_1 = \lambda_2 = \lambda_3 = 0.15, \lambda_4 = 0.55$ for stable results.

Comparison with the baseline SNN. We compare the proposed method with the baseline SNN on three datasets. The timesteps of the four stages of VGG-9 and ResNet-18 are set to $\{8, 6, 4, 2\}$ and $\{8, 6, 4, 1\}$, and their average timesteps are 5 and 4.94, respectively. The baseline timestep is set to 5. As shown in Table 1, the baseline does not perform well on the three datasets, indicating that the vanilla training method cannot achieve satisfactory performance at low latency. By separately employing timestep shrinkage and early classifier, there is a noticeable improvement in the performance of low-latency SNNs. The optimal performance is obtained by SSNN, which considerably outperforms the baseline. When inference is performed on DVS-Gesture with ResNet18, the accuracy of SSNN even exceeds that of the baseline by 21.41%.

Effectiveness of the temporal transformer. To evaluate the role of the temporal transformer, we compare the performance of timestep shrinkage and SSNN within and without the temporal transformer. Assuming $T_2$ is the shrunken timestep, the information of the first $T_2$ timesteps is taken directly for subsequent processing in the absence of the temporal transformer. VGG-9 was used for the experiments and the average timestep was set to 5. The experimental results are shown in Fig. 4. In the absence of the temporal transformer.
transformer, shrinking the timestep leads to degraded performance, and even the accuracy of SSNN is lower than the baseline. This illustrates that information must be rationally reassigned when the temporal scale has changed, and that direct truncation of information will lead to dramatic loss of information. Considerable performance gains are achieved by employing the temporal transformer, which demonstrates the crucial role of the temporal transformer.

**Influence of stage division and stage-wise timesteps.** We divided VGG-9 into 2, 3, 4, and 5 stages and set different stage-wise timesteps by keeping the average timestep at 5 to explore the influence of these factors on the timestep shrinkage strategy. The 8 convolution layers in VGG-9 are evenly divided into 2 and 4 stages. In case of division into 3 or 5 stages, each stage contains the number of convolution layers as \{3,3,2\} or \{2,2,2,1,1\}. In total, we explored a total of 11 different settings, see Fig. 5. As shown in Fig. 5, the accuracy is in the range of 84.38% and 88.43%, without drastic changes as the way of division and stage-wise timesteps vary. In both settings, the accuracy far exceeds the baseline accuracy of 80.29%. This verifies that our method is not sensitive to these settings and has great generalizability. It is worth noting that when divided into two stages with timesteps of 9 and 1, it achieved a surprising accuracy of 86.34%. This illustrates that the timestep shrinkage strategy can work with flexible timestep settings, even for substantial temporal scale shrinkage.

**Comparison with Existing Methods**

**CIFAR10-DVS** As shown in Table 2, SSNN outperforms all other methods at an average timestep of 5. Even though Spikformer (Zhou et al. 2023) uses a more complex transformer structure and data augmentation, the accuracy of our SSNN is still 5.08% higher than that of Spikformer. When the average timestep is increased to 8, SSNN achieves an accuracy of 78.57%, surpassing SLTT (Meng et al. 2023).
In this work, we propose SSNN for low-latency, high-performance neuromorphic object recognition. On the one hand, SSNN reduces temporal redundancy by progressively shrinking the timestep to achieve low-latency inference. To alleviate the information loss during timestep shrinkage, a simple yet effective temporal transformer is employed to smoothly transform the temporal scale of the information. On the other hand, SSNN mitigates the gradient mismatch and gradient vanishing/exploding by using multiple early classifiers during training to improve the recognition performance under low latency. Extensive experiments have confirmed the effectiveness of the proposed SSNN. At very low latency, the performance of SSNN far exceeds that of existing SNNs. We expect that our work can contribute to the study of heterogeneous temporal scale SNNs and inspire the development of ultra-low latency, high-performance SNNs.

**Conclusion**

Figure 5: Influence of stage division and stage-wise timesteps. \( S_n \{ t_1, t_2, ..., t_n \} \) denotes division into \( n \) stages and stage-wise timestep of \( \{ t_1, t_2, ..., t_n \} \). Results indicate that our method is not sensitive to different stage divisions and stage-wise timesteps.

Figure 6: Influence of average timestep on performance. SSNN consistently outperforms the baseline and shows significant advantages, especially at low latencies.

Figure 7: Visualization of spike firing rate on DVS-Gesture. Compared to the vanilla SNN, SSNN can accurately focus on the hand region, which is crucial for gesture recognition.

**Visualization**

To understand more clearly the feature extraction capability of SSNN, similar to (Yao et al. 2023), we visualize the spike firing rates of the second and fourth convolutional layers in both vanilla SNN and SSNN. As shown in Fig. 7, the vanilla SNN cannot focus on the waving hand and the focus area is scattered. In contrast, SSNN can exactly capture the hand region (which is critically important for gesture recognition) and therefore can extract features more accurately and perform better for recognition.

**Influence of Average Timestep**

Here, we evaluate the influence of average timestep on the performance of SSNN. The experiments were conducted using the VGG-9 with controlled average timesteps ranging from 3 to 10, and the experimental results are shown in Fig. 6. When the average timestep is slightly larger, SSNN exceeds the baseline by a small margin; as the average timestep gradually decreases, the performance gap between the two grows more significant. It is worth noting that the performance of SSNN at low latency (e.g., 4/5/6) exceeds that of the baseline at high latency (e.g., 7/8/10), which is the timestep of the first stage when the average timestep is 4/5/6, revealing that our SSNN effectively avoids the performance degradation associated with timestep shrinkage.
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