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Abstract
Mixture models serve as one fundamental tool with versatile applications. However, their training techniques, like the popular Expectation Maximization (EM) algorithm, are notoriously sensitive to parameter initialization and often suffer from bad local optima that could be arbitrarily worse than the optimal. To address the long-lasting bad-local-optima challenge, we draw inspiration from the recent ground-breaking foundation models and propose to leverage their underlying big learning principle to upgrade the EM. Specifically, we present the Big Learning EM (BigLearn-EM), an EM upgrade that simultaneously performs joint, marginal, and orthogonally transformed marginal matchings between data and model distributions. Through simulated experiments, we empirically show that the BigLearn-EM is capable of delivering the optimal with high probability; comparisons on benchmark clustering datasets further demonstrate its effectiveness and advantages over existing techniques. The code is available at https://github.com/YulaiCong/Big-Learning-Expectation-Maximization.

Introduction
As a fundamental and prominent tool in statistical machine learning and data science, mixture models are ubiquitously used in versatile practical applications that are associated with density estimation (Correia et al. 2023), clustering (Chandra, Canale, and Dunson 2023), anomaly detection (Qu et al. 2020; An, Wang, and Zhang 2022), feature extraction (Saire and Rivera 2022; Lin et al. 2023), model explanation (Xie et al. 2023), flexible multi-modal prior (Saseendran et al. 2021; Lee et al. 2021), deblurring (Guerrero-Colón, Mancera, and Portilla 2007; Yu, Sapiro, and Mallat 2011), etc. Among many variants of mixture models (Li, Yu, and Mandic 2020; Li et al. 2020), the most popular one is the Gaussian Mixture Model (GMM), thanks both to its simplicity and to its capability in approximating any continuous distribution arbitrarily well (Lindsay 1995; Peel and MacLahlan 2000). In this paper, we focus on the GMM for presentation, but the presented techniques can be readily extended to other mixture models.

Although mixture models are widely utilized in practical applications, most of their training techniques are known to be sensitive to parameter initialization (Bishop 2006; Jin et al. 2016; Kolouri, Rohde, and Hoffmann 2018), which alternatively restricts their actual performance. For example, the representative Expectation Maximization (EM) algorithm has been proven to converge to a bad local optimum that could be arbitrarily worse than the optimal solution with an exponentially high probability, when the number of mixture components exceeds three (Jin et al. 2016).

To address that long-lasting bad-local-optima challenge, we draw inspiration from the recent ground-breaking foundation models, by noticing that they benefit significantly from their massive diverse pretraining tasks, such as mask-and-predict (Devlin et al. 2018; He et al. 2022) and next-word-prediction (Radford et al. 2018, 2019; Brown et al. 2020). Specifically, Cong and Zhao (2022) reveal that most of those pretraining strategies actually fall under the big learning principle, i.e., leveraging one foundation model to simultaneously and consistently implement many/all joint, conditional, marginal matchings, as well as their transformed matchings, between data and model distributions.

Inspired by that, we propose to leverage the big learning principle to upgrade the conventional EM algorithm to a newly presented Big Learning EM (BigLearn-EM), demonstrating knowledge feedback from cutting-edge foundation models to conventional machine learning. Specifically, the BigLearn-EM exhaustively exploits its training data with a tailored big learning setup, where joint, marginal, and orthogonally transformed marginal matchings between data and model distributions are simultaneously considered. On simulated data, the BigLearn-EM delivers the optimal solution with high probability, manifested as an encouraging direction to address the bad-local-optima challenge.

Our contributions are summarized as follows.

- We propose the BigLearn-EM, a novel, effective, and easy-to-use algorithm for training mixture models with only EM-type analytical parameter update formulas.
- We reveal that marginal/conditional matching could help joint matching getting out of bad local optima, which serves as one explanation justifying the successes of foundation models and the big learning principle.
- Comprehensive clustering experiments are conducted to demonstrate the superiority of the BigLearn-EM and its robustness to the scarcity of training data.
Preliminaries

We briefly review the preliminaries that lay the foundation of the presented technique, i.e., mixture models, the EM algorithm, and the big learning principle.

Mixture Models

Mixture modeling leverages a mixture (i.e., convex combination) of \( K \) simple distributions \( p_i(x | \nu_i) \) with parameters \( \nu_i \) and \( i \in \{1, \ldots, K\} \) to construct a more powerful mixture model \( p_\theta(x) \) for a random variable \( x \in \mathbb{R}^d \), i.e.,

\[
p_\theta(x) = \sum_{i=1}^K \pi_i p_i(x | \nu_i),
\]

where the mixture weights \( \pi_i > 0 \), \( \sum_{i=1}^K \pi_i = 1 \) and \( \theta = (\pi_i, \nu_i)_{i=1}^K \) denotes the model’s parameters.

Among various mixture models (Li et al. 2020; Li, Yu, and Mandic 2020), the Gaussian Mixture Model (GMM), also called Mixture of Gaussians (MoG), is the most popular one; its probability density function is

\[
p_\theta(x) = \sum_{i=1}^K \pi_i N(x | \mu_i, \Sigma_i),
\]

where \( \mu_i, \Sigma_i \) are the mean vector and the covariance matrix of the \( i \)th Gaussian component, respectively.

The Expectation-Maximization Algorithm

The Expectation-Maximization (EM) algorithm (Dempster, Laird, and Rubin 1977) is the prominent way of estimating a (Gaussian) mixture model \( p_\theta(x) \) from a collection of data samples from an underlying data distribution \( q(x) \).

Based on the variational inference framework with latent code \( z \in \{1, \ldots, K\} \) and an inference arm \( q(z|x) \) (Bishop 2006; Dieng and Paisley 2019), the EM algorithm (termed Joint-EM hereafter) maximizes the log-likelihood\(^1\)

\[
\mathbb{E}_{q(x)} \log p_\theta(x) = \mathbb{E}_{q(z|x)} \left[ \mathbb{E}_{q(z|x)} \log \frac{p_\theta(x, z)}{q(z|x)} + \text{KL}[q(z|x) || p_\theta(z|x)] \right]
\]

via alternatively updating \( q(z|x) \) with an E-step and maximizing over \( \theta \) with an M-step, that is,

\[
\text{E-step: } q(z|x) = p_\theta(z|x) = \frac{\pi_z N(x | \mu_z, \Sigma_z)}{\sum_{i=1}^K \pi_i N(x | \mu_i, \Sigma_i)}
\]

\[
\text{M-step: } \begin{align*}
\mu_z &= \frac{\mathbb{E}_{q(x)} [q(z|x)x]}{\mathbb{E}_{q(x)} [q(z|x)]} \\
\Sigma_z &= \frac{\mathbb{E}_{q(x)} [q(z|x)(x - \mu_z)(x - \mu_z)^T]}{\mathbb{E}_{q(x)} [q(z|x)]} \\
\pi_z &= \mathbb{E}_{q(x)} [q(z|x)].
\end{align*}
\]

Maximizing the log-likelihood in (3) is equivalent to minimizing the Kullback-Leibler (KL) divergence KL\( [q(x) || p_\theta(x)] \), leading to the KL-based joint matching in the joint \( x \)-space, or informally \( p_\theta(x) \to q(x) \).

\(^1\)In practice, \( \mathbb{E}_{q(x)} [\cdot] \) is estimated with data samples from \( q(x) \).

Big Learning

Foundation models (Stickland and Murray 2019; Brown et al. 2020; He et al. 2021; Ramesh et al. 2022; Bao et al. 2023; OpenAI 2022; Ouyang et al. 2022) have demonstrated ground-breaking successes across diverse domains, thanks mainly to their large-scale pretraining on big data.

Observe that the pretraining strategies of foundation models share the similar underlying principle of comprehensively exploiting data information from diverse perspectives. Cong and Zhao (2022) condenses those strategies into a unified big learning principle that contains most of them as special cases. Specifically, the big learning leverages one universal model with parameters \( \theta \) to simultaneously match many/all joint, marginal, and conditional data distributions across potentially diverse domains, as defined below.

**Definition 1** ((Uni-modal) big learning (Cong and Zhao 2022)). Given data samples \( x \in \mathbb{R}^L \) from the underlying data distribution \( q(x) \), the index set \( L = \{1, \ldots, L\} \), and any two non-overlapping subsets \( S \subset L \) and \( T \subset L \), \( T \neq \emptyset \), the (uni-modal) big learning leverages a universal model \( p_\theta(x_T | x_S) \), \( \forall (S,T) \) to model many/all joint, conditional, and marginal data distributions simultaneously, i.e.,

\[
p_\theta(x_T | x_S) \to q(x_T | x_S), \forall (S,T) \in \Omega,
\]

where \( \Omega \) is the set that contains the \((S, T)\) pairs of interest. Given different settings for \((S, T)\), \( q(x_T | x_S) \) may represent a joint/marginal/conditional data distribution, whose samples are readily available from the training data. The actual objective measuring the distance/divergence (or encouraging the matching) between both sides of (5) should be selected base on the application of interest.

Based on Remark 3.5 of Cong and Zhao (2022), one may alternatively or additionally do big learning in transformed domains, e.g., via \( p_\theta(\tilde{x}_T | \tilde{x}_S) \to q(\tilde{x}_T | \tilde{x}_S) \) with transformation \( \tilde{x} = g(x) \).

Below we will combine the above big learning principle in Definition 1 and Remark 3.5 of Cong and Zhao (2022) to upgrade the Joint-EM in (4) into its big-learning extension, where the universal model \( p_\theta(x_T | x_S) \) has an analytical mixture expression for any \((S, T)\) pair.

Big Learning Expectation Maximization

We first reveal a simple but somewhat counter-intuitive fact that lays the foundation of the proposed Big Learning EM (BigLearn-EM) algorithm. Then, based on that fact and the flexible big learning principle, we design a tailored big-learning task that consists of diverse matchings between data and model distributions. Finally, we summarizes and present the easy-to-use BigLearn-EM with only EM-type analytical parameter update formulas.

Marginal/Conditional Matching Gets Joint Matching Out of Bad Local Optima

It’s well-known that the Joint-EM in (4) (i.e., joint matching \( p_\theta(x) \to q(x) \)) often converges to a bad local optimum that could be arbitrarily worse than the optimal with an exponentially high probability (Bishop 2006; Jin et al. 2016;
Kolouri, Rohde, and Hoffmann 2018), when the number of mixture components exceeds three. Fig. 1a illustrates an example bad local optimum when implementing the Joint-EM on simulated data sampled from a GMM with 25 components (abbreviated as 25-GMM hereafter).

Next, with notations $x \in \mathbb{R}^L$ and the index set $\mathcal{L} = \{1, \ldots, L\}$, let’s consider the relationships among joint matching with $p_\theta(x) \rightarrow q(x)$, marginal matching with $p_\theta(x_T) \rightarrow q(x_T)$, and conditional matching with $p_\theta(x_T|x_0) \rightarrow q(x_T|x_0)$, where $\mathcal{T} \subseteq \mathcal{L}$, $\mathcal{T} \neq \emptyset$, $\mathcal{S} \subseteq \mathcal{L}$, $\mathcal{S} \cap \mathcal{T} = \emptyset$, and $x_T$ is the marginal vector of $x$ indexed by $\mathcal{T}$.

Intuitively, one may anticipate that performing joint matching (e.g., the Joint-EM in (4)) will automatically lead to the convergences of both marginal matching (e.g., the following Marginal-EM in (6)) and conditional matching (via e.g., maximizing the follow-up conditional log-likelihood in (7)).

**Marginal Matching** \[ E_{q(x_T)} \log p_\theta(x_T) \]

**E-step:** \[ q(z|x_T) = p_\theta(z|x_T) = \frac{\pi_z N(x_T|\mu_{z_T}, \Sigma_{z_T})}{\sum_{k=1}^K \pi_k N(x_T|\mu_{z_T}, \Sigma_{z_T})} \]

**M-step:** \[ \mu_{z_T} = \frac{E_{q(x_T)}[q(z|x_T)x_T]}{E_{q(x_T)}[q(z|x_T)]} \]
\[ \Sigma_{z_T} = \frac{E_{q(x_T)}[q(z|x_T)(x_T - \mu_{z_T})(x_T - \mu_{z_T})^T]}{E_{q(x_T)}[q(z|x_T)]} \]
\[ \pi_z = \frac{E_{q(x_T)}[q(z|x_T)]}{E_{q(x_T)}[q(z|x_T)]}, \]

where $\mu_{z_T}$ and $\Sigma_{z_T}$ represent the $\mathcal{T}$-indexed marginal vector/matrix of $\mu_z$ and $\Sigma_z$, respectively.

**Conditional Matching** \[ E_{q(x_0)q(x_T|x_0)} \log p_\theta(x_T|x_0) \] (7)

However, we empirically reveal below that the above intuition will *not* hold true when joint matching (or Joint-EM) gets stuck at a bad local optimum.

Specifically, we conduct two-stage experiments on simulated data from a 25-GMM $q(x)$ (see Fig. 1a), where the model $p_\theta(x)$ is also a 25-GMM with random initialization\(^2\). Stage 1 implements joint matching (with Joint-EM in (4)), and, directly following Stage 1, Stage 2 either implements marginal matching (with Marginal-EM in (6)) or conditional matching (via maximizing the conditional log-likelihood in (7) with gradient accent).

Fig. 1 demonstrates the results. It’s clear from Fig. 1a that joint matching gets stuck at a bad local optimum. As shown in Fig. 1b, the convergence of joint matching in Stage 1 does not necessarily result in the convergence of marginal matching, because continually performing Marginal-EM in Stage 2 further improves marginal matching. Similar phenomena are observed in Fig. 1c for conditional matching. That means bad local optima where joint matching gets stuck are not local optima for marginal/conditional matching, as illustrated in the left and right dashed lines of the schematic

\[^2\]Different from prior methods initializing parameters $\{\mu_i\}_{i=1}^K$ with uniformly sampled training data, we use the more challenging Gaussian random initialization for $\{\mu_i\}_{i=1}^K$ to highlight the power of the proposed BigLearn-EM.

in Fig. 1d. Alternatively, that inconsistency among joint, marginal, and conditional matchings may be leveraged, e.g., to detect bad local optima of each matching or to help each other get out of bad local optima.

It’s worth highlighting that the center dashed line in Fig. 1d is located at a *consistent local optimum* for joint, marginal, and conditional matchings; more importantly, that consistency property is what the optimal solution must satisfy. The above analysis serves as an example justification for simultaneous joint, marginal, and conditional matchings, *i.e.*, the big learning principle in (5) that underlies most successful foundation models.

**On Tailoring a Big-Learning Task to Produce an Easy-To-Use BigLearn-EM**

Based on what’s revealed in the previous section, one may naively follow the vanilla big learning principle in (5) to conduct multitasking joint, marginal, conditional matchings in the original $x$-space, e.g.,

\[ \max_\theta E_{q(S,T)} q(x_T|x_0) \log p_\theta(x_T|x_0), \]

where $q(S, T)$ represents the sampling process of $(S, T)$. Note $q(S, T)$ actually determines the relative weightings among joint, marginal, and conditional matchings. However, it’s not easy to design EM-type analytical update formulas for conditional matching in (7), even though such formulas are readily available for both joint and marginal matchings, as given in (4) and (6), respectively.

To avoid a hybrid algorithm that contain both EM-type and gradient accent updates and thus may not easy to use, we leverage the flexibility of big learning discussed in Remark 3.5 of Cong and Zhao (2022) to further combine marginal matchings in randomly transformed $y$ domains with the joint and marginal matchings in the original $x$ domain, to form the tailored big-learning task.

Specifically, we employ orthogonal transformations $y = Ay$, where $A$ is a randomly sampled orthogonal matrix. Correspondingly, the transformed training data $y \sim q_A(y)$ are generated via $y = Ay$, $x \sim q(x)$, the model in a transformed domain $\tilde{p}_\theta(A,y)$ is also a GMM with the analytical expression of

\[ \tilde{p}_\theta(A,y) = p_\theta(x)|_{y = Ay} = \sum_{i=1}^K \pi_i N(y|\mu_i, \Sigma_i), \]

where $\mu_i = A \mu_i$, $\Sigma_i = A \Sigma_i A^T$, and the transformed marginal matching has EM-type analytical update formulas

**Randomly Transformed**

**Marginal Matching** \[ E_{q_A(y)} \log \tilde{p}_\theta(A,y) \]

**E-step:** \[ q_A(z|y_T) = \tilde{p}_\theta(A,z)(z|y_T) = \frac{\pi_z N(y_T|\mu_{z_T}, \Sigma_{z_T})}{\sum_{i=1}^K \pi_i N(y_T|\mu_{z_T}, \Sigma_{z_T})} \]

**M-step:** \[ \mu_{z_T} = \frac{E_{q_A(y)}[q_A(z|y_T)y_T]}{E_{q_A(y)}[q_A(z|y_T)]} \]
\[ \Sigma_{z_T} = \frac{E_{q_A(y)}[q_A(z|y_T)(y_T - \mu_{z_T})(y_T - \mu_{z_T})^T]}{E_{q_A(y)}[q_A(z|y_T)]} \]
\[ \pi_z = \frac{E_{q_A(y)}[q_A(z|y_T)]}{E_{q_A(y)}[q_A(z|y_T)]}, \]

**Update $\theta$: $\mu_i = A^T \mu_i'$, $\Sigma_i = A^T \Sigma_i A$.**
where $\mu_s^i/\Sigma_s^i$ is the $T$-partially updated $\mu_s/\Sigma_s$ after the M-step. Note any joint matching in the transformed $y$ domain will deliver the same update formulas as in (4).

To summarize, the tailored big-learning task contains three kinds of matching, that is, joint, marginal, and transformed marginal matchings, each of which has EM-type analytical formulas for parameter updates, i.e., (4), (6), and (10), respectively.

**Finalizing the BigLearn-EM**

Before finalizing our BigLearn-EM, an issue of the EM-type updates should be addressed. It’s easy to verify that, during the EM iterations, once a mixture weight $\pi_z$ becomes zero, it stays zero thereafter. Empirically, this issue hinders the EM-type updates in (4), (6), and (10) from making full use of the available mixture components, even though the occupied components have no enough modeling capacity.

To address that issue, we leverage the Maximum a posteriori (MAP) estimate in place of the vanilla maximum log-likelihood estimate on the mixture weights $\pi$ following Bishop (2006). Accordingly, taking Joint-EM in (4) as an example, the update rule for $\pi$ is replaced by

$$\pi_z = \frac{E_{q(x)}[q(z|x)] + \eta}{1 + K\eta}, \quad (11)$$

where $\eta > 0$ is a small constant. Similar modifications are also applied to (6) and (10), respectively. Detailed derivations are given in Appendix A. See the arXiv version of the paper for the Appendix.

Based on the aforementioned tailored big-learning task and the MAP modification on $\pi$, we finalize the training objective of the BigLearn-EM as

$$\max_\theta E_{q(S,T,q(A))}E_{q_A(y_S),q_A(y_T)|y_B}\log p_\theta(A|y_T|y_B) + \gamma \log p_\theta(\pi), \quad (12)$$

where $q(S, T)$ and $q(A)$ represent the sampling process of $(S, T)$ and the orthogonal matrix $A$, respectively. $p_\theta(\pi)$ is the prior for $\pi$. $\gamma$ is a hyper-parameter. Joint/Marginal matching may be recovered with $S = \emptyset, A = I$.

Algorithm 1 summarizes the presented BigLearn-EM, where only easy-to-use EM-type updates are employed. We associate the stopping criterion with “mixing” following the MCMC literature because of the random implementation of joint, marginal, or transformed marginal matchings; in the experiments, we run Algorithm 1 for a fixed number of iterations. Besides, it’s worth highlighting that the BigLearn-EM can naturally handle incomplete data (via its marginal matchings) thanks to its big learning nature.

**Related Work**

**Analysis and Improvements of the EM Algorithm** In general settings, the (Joint-)EM algorithm only have local convergence guarantee, that is, it converges to the optimal only if the parameters are initialized within a close neighborhood of that optimal (Yan, Yin, and Sarkar 2017; Zhao, Li, and Sun 2020; Balakrishnan, Wainwright, and Yu 2017). Although Xu, Hsu, and Maleki (2016); Daskalakis, Tzamos, and Zametakiks (2017); Qian, Zhang, and Chen (2019) have established the global convergence for Joint-EM on learning GMMs with two components, a global convergence guaran-
ttee is generally impossible for GMMs with $K \geq 3$ components, where Joint-EM converges to a bad local optimum with an exponentially high probability (Jin et al. 2016). To deal with that bad-local-optima challenge, many efforts have been made to improve Joint-EM, most of which focus on clever parameter initialization, seeking to help Joint-EM bypass bad local optima before E-M iterates (Bachem et al. 2016a; Scrucca et al. 2016; Bachem, Lucic, and Krause 2018; Exarchakis, Oubari, and Lens 2022; Tobin, Ho, and Zhang 2023). By contrast, the proposed BigLearn-EM, with random initialization, directly tackle the bad-local-optima challenge with diverse joint, marginal, transformed marginal EM updates, empirically delivering boosted performance than the Joint-EM (see the experiments).

**Other Methods for Learning Mixture Models** Besides the popular EM algorithm, many other methods for learning GMMs have also been developed based on, e.g., Markov chain Monte Carlo (MCMC) (Rasmussen 1999; Favaro and Teh 2013; Das 2014), moments (Ge, Huang, and Kakade 2015; Kane 2021; Pereira, Kileel, and Kolda 2022), adversarial learning (Lin et al. 2018; Farnia et al. 2023), and optimal transport (Kolouri, Rohde, and Hoffmann 2018; Li et al. 2020; Yan, Wang, and Rigollet 2023). Specifically, the SW-GMM (Kolouri, Rohde, and Hoffmann 2018) leverages the Radon transform to randomly project the high-dimensional GMM learning task into one-dimensional sliced subspace, where the sliced Wasserstein distance between the projected data and model distributions is minimized. However, the computational complexity of the SW-GMM grows exponentially as the number of dimensions, rendering it unsuitable for modeling high-dimensional data (Li et al. 2020; Deshpande et al. 2019; Kolouri et al. 2019). Different from the aforementioned methods resorting to expensive moment-matching, unstable adversarial learning, or complicated Wasserstein distances, the presented BigLearn-EM is both easy-to-understand and easy-to-use, since it’s a direct big-learning upgrade of the EM algorithm with only EM-type analytical formulas for parameter updates (and thus the same computational complexity as that of the EM).

**Experiments**

We first present the detailed ablation study that produces the BigLearn-EM from the vanilla Joint-EM. Then, we demonstrate the effectiveness of the BigLearn-EM in comprehensive real-world clustering applications. Finally, modified clustering experiments are conducted to reveal its robustness to data scarcity.

**Ablation Study That Produces the BigLearn-EM**

Based on the 25-GMM simulation setup in Fig. 1, we first present the detailed ablation study that produces the BigLearn-EM in Algorithm 1. Specifically, we start with the Joint-EM in (4) and test the performance when gradually introducing additional MAP estimate for $\pi$ (marked as “+Pr”), Marginal Matching in (6) (“+MM”), Conditional Matching in (7) (“+CM”), and Randomly Transformed Marginal Matching in (10) (“+RTMM”) with different number $W$ of local updates in Algorithm 1 (marked as “+W”).

<table>
<thead>
<tr>
<th>Method</th>
<th>Test Joint KL Divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Joint-EM</td>
<td>0.263</td>
</tr>
<tr>
<td>+ Pr</td>
<td>0.225</td>
</tr>
<tr>
<td>+ Pr + MM</td>
<td>0.141</td>
</tr>
<tr>
<td>+ Pr + MM + CM</td>
<td>0.124</td>
</tr>
<tr>
<td>+ Pr + MM + RTMM + W1</td>
<td>0.077</td>
</tr>
<tr>
<td>+ Pr + MM + RTMM + W5</td>
<td>0.030</td>
</tr>
<tr>
<td>(BigLearn-EM)</td>
<td></td>
</tr>
<tr>
<td>+ Pr + MM + RTMM + W10</td>
<td>0.031</td>
</tr>
</tbody>
</table>

Table 1: Ablation study on the 25-GMM simulated datasets. “+Pr” means employing the MAP estimate for $\pi$ with (11). “+MM/+CM/+RTMM” means introducing additional Marginal Matching, Conditional Matching, and Randomly Transformed Marginal Matching, respectively. “+W5” indicates employing $W = 5$ local updates in Algorithm 1.

The results from 10 different runs (with different random seeds) are summarized in Table 1, where introducing prior for $\pi$ (i.e., “+Pr”) improves the test joint KL divergence by 14.4% on average, despite with a doubly worsened standard deviation. By additionally employing marginal/conditional matching (i.e., “+MM/+CM”), both the mean and standard deviation improve steadily, highlighting the benefits of the implicit diverse inter-regularization among various learning objectives of big learning. Further, boosted performance emerges from employing the Randomly Transformed Marginal Matching (i.e., “+RTMM”), thanks to its significantly expanded diversity of matching, highlighting the effectiveness of the big learning principle as well as the importance of the diversity of big-learning tasks.

For explicit comparisons between the Joint-EM and the BigLearn-EM, Fig. 2a demonstrates the local optima where both methods converge. As expected, Joint-EM fails to make full use of the available 25 mixture components, suffering from bad local optima that could be arbitrarily worse than the optimal solution (Jin et al. 2016). By contrast, the presented BigLearn-EM, thanks to its big-learning nature, manages to fully exploit the 25 mixture components by placing each component to one data mode, delivering global optima with high probability in this simulation (refer to Fig. 2b). By considering that the BigLearn-EM merely uses the Gaussian random initialization for $\{\mu_i\}_{i=1}^K$, it’s therefore interesting to theoretically verify whether big learning could contribute to a global convergence guarantee for GMMs with $K \geq 3$ components; we leave that as future research.

**BigLearn-EM for Real-World Data Clustering**

Clustering stands as a representative application of GMM, addressing the task of categorizing unlabeled data into coherent and distinct clusters.

To validate the effectiveness of the BigLearn-EM in real-world clustering applications, we conduct comprehensive experiments on diverse clustering datasets, including Connect-4, Covtype, Glass, Letter, Pendigits, Satimage, Seismic, Svmsguide2, and Vehicle (see Appendix B for
Table 2: Clustering performance on real-world benchmark datasets. All the compared methods share the same settings for the GMM model $p_{\theta}(x)$. The results are calculated based on 100 runs with different random seeds. Higher is better for all metrics.
The BigLearn-EM is systematically benchmarked against representative established clustering techniques, i.e., the K-Means (Bottou and Bengio 1994), the SW-GMM (Kolouri, Rohde, and Hoffmann 2018), and the WM-GMM (Li et al. 2020), and the Joint-EM algorithm. Three testing metrics are adopted for performance evaluation, including

1. the normalized mutual information (NMI) (Strehl and Ghosh 2002), which quantifies how much the predicted clustering is informative about the true labels;
2. the adjusted rand index (ARI) (Hubert and Arabie 1985; Steinley 2004), which measures the agreement between an estimated clustering and a reference clustering; and
3. the test joint log-likelihood (Joint-LL), which reflects how well the learned model describes the testing data from the joint KL divergence perspective.

The detailed results on the tested real-world clustering datasets are summarized in Table 2, where the BigLearn-EM delivers overall boosted performance over the compared techniques, especially on the NMI and ARI values. When compared to the Joint-EM, the BigLearn-EM demonstrates significantly improved performance, even though both of them are based on E-M iterations; that further substantiates the effectiveness of the big learning principle in addressing the bad-local-optima challenge inherent in the vanilla Joint-EM algorithm; more importantly, the BigLearn-EM also delivers smaller standard deviations across the majority of tested datasets, demonstrating the potential of the big learning to bring better learning stability and consistency. When compared to the WM-GMM and SW-GMM techniques that are developed based on complicated Wasserstein distances, the BigLearn-EM, which yields better performance, is clearly much easier to understand in theory and, simultaneously, easier to use in practice. See the arXiv version of the paper for additional explanatory demonstrations.

We also challenge the BigLearn-EM by comparing it with popular deep clustering methods. We follow the experimental setup in Cai et al. (2022) and conduct an experiment on the FashionMNIST dataset. The results are shown in Table 3, where the BigLearn-EM delivers a comparable performance to SOTA deep clustering methods, without employing powerful deep neural networks, highlighting its effectiveness.

Table 3: Comparisons with deep clustering methods on the FashionMNIST dataset. The baseline results are taken from Cai et al. (2022) and ACC stands for clustering accuracy.

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC</th>
<th>NMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means (Bottou and Bengio 1994)</td>
<td>0.474</td>
<td>0.512</td>
</tr>
<tr>
<td>DEC (Xie, Girshick, and Farhadi 2016)</td>
<td>0.590</td>
<td>0.601</td>
</tr>
<tr>
<td>IDEC (Guo et al. 2017)</td>
<td>0.592</td>
<td>0.604</td>
</tr>
<tr>
<td>VaDE (Jiang et al. 2017)</td>
<td>0.578</td>
<td>0.630</td>
</tr>
<tr>
<td>JULE (Yang, Parikh, and Batra 2016)</td>
<td>0.563</td>
<td>0.608</td>
</tr>
<tr>
<td>DAC (Chang et al. 2017)</td>
<td>0.615</td>
<td>0.632</td>
</tr>
<tr>
<td>VaGAN-GMM (Yang, Fan, and Bouguila 2020)</td>
<td>0.638</td>
<td>0.633</td>
</tr>
<tr>
<td>EDESC (Cai et al. 2022)</td>
<td>0.631</td>
<td>0.670</td>
</tr>
<tr>
<td>BigLearn-EM</td>
<td>0.624</td>
<td>0.681</td>
</tr>
</tbody>
</table>

Figure 3: Demonstration of the BigLearn-EM’s robustness to the scarcity of its training data.

BigLearn-EM Is More Robust to the Scarcity of Its Training Data

Noticing that, in scenarios with limited data, like the Svmguide2 dataset with 391 data samples in Table 2, the BigLearn-EM exhibits remarkably superior NMI/ARI performance than other clustering techniques. We posit that the BigLearn-EM is more robust to the scarcity of its training data, because its big-learning operation is expected to significantly increase the utilization of the information within each sample. We then design modified real-world clustering experiments to verify that hypothesis. Specifically, based on the Pendigits dataset, we randomly select its 80%, 60%, 40%, 20%, 10%, and 5% training data to form a series of modified clustering datasets with gradually increased scarcity, where the BigLearn-EM is compared to the Joint-EM to highlight the influence of the big learning principle.

Fig. 3 demonstrates the experimental results, which verify that the BigLearn-EM is more robust to the scarcity of its training data than the Joint-EM, even though both of them utilize similar EM-type parameter update formulas, highlighting the effectiveness of the big learning.

Conclusions

Leveraging the big learning principle that underlies groundbreaking foundation models, we upgrade the vanilla EM algorithm to its big-learning extension that is termed the BigLearn-EM. The BigLearn-EM simultaneously performs joint, marginal, and randomly transformed marginal matchings between data and model distributions, empirically demonstrating great potential in addressing the long-lasting bad-local-optima challenge of the EM. Comprehensive experiments on real-world clustering datasets demonstrate its boosted performance and its robustness to data scarcity.

Although the BigLearn-EM perform better than existing techniques in the tested scenarios, some issues remain unsolved. For example, (i) whether the BigLearn-EM theoretically addresses the bad-local-optima challenge of the EM is unanswered, (ii) the consistency among joint, marginal, and transformed marginal matchings is not fully exploited, e.g., to form a suitable stopping criteria for Algorithm 1, and (iii) the exploration power of the BigLearn-EM may need further strengthening, as we find it may wander around a state like the one in Fig. 2c for many iterations.
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