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Abstract
Since artificial intelligence has seen tremendous recent successes in many areas, it has sparked great interest in its potential for trustworthy and interpretable risk prediction. However, most models lack causal reasoning and struggle with class imbalance, leading to poor precision and recall. To address this, we propose a Task-Driven Causal Feature Distillation model (TDCFD) to transform original feature values into causal feature attributes for the specific risk prediction task. The causal feature attribution helps describe how much contribution the value of this feature can make to the risk prediction result. After the causal feature distillation, a deep neural network is applied to produce trustworthy prediction results with causal interpretability and high precision/recall. We evaluate the performance of our TDCFD method on several synthetic and real datasets, and the results demonstrate its superiority over the state-of-the-art methods regarding precision, recall, interpretability, and causality.

Introduction
The rapid development of technology not only provides a lot of convenience to people’s production and life, but also brings a lot of potential risks (Li et al. 2022; Chakraborty et al. 2018; Guan et al. 2023a,b; Chu et al. 2023b), such as business risks, financial risks, medical risks, industry risks, credit risks, and so on. To prevent risks, a better way is to build an accurate risk prediction model before risks occur instead of finding a solution after the risk outbreak. Although artificial intelligence has seen tremendous recent successes in many areas (Luan and Tsai 2021; Zhu et al. 2023; Wang et al. 2023; Shi et al. 2023; Liu et al. 2023; Chen, Rezayi, and Li 2023), it is often unable to produce trustworthy results on risk prediction tasks, mainly due to a lack of interpretability, no insight into cause relationships, and low precision and recall.

In fact, today’s more sophisticated deep neural network models are mostly “black boxes” without any knowledge of their internal workings. “Black-box” models are characterized by high performance but low explainability. Therefore, humans oftentimes cannot understand how machine-learned models work. Compared to general deep learning-based classification and regression tasks, the interpretability of the risk prediction model is more urgent and important. Collaborating with experts in relevant fields (e.g., finance, climate science, health care, etc.) could greatly facilitate risk prediction. In addition, risk prediction is extremely sensitive to features. For example, in the face recognition task, the result depends on the joint contribution of most features, such as noses, eyes, ears, etc. A few features cannot definitively change the recognition results, such as the face with a mask, makeup, etc. However, an abnormal fluctuation of a single feature can lead to a dramatic increase in the probability of risk occurrence. The probability of risk always hinges on a few important key features. Therefore, the expert needs to understand how the AI model works, why the model can get the output, and which feature contributes the most. Only in this way can the prediction result be trusted and adopted.

So far, most explainable AI models are based on correlation rather than causality. As shown in Fig. 1, let us consider the case where we aim to utilize three variables, i.e., (1) employment status such as unemployed or employed, (2) activity in job-hunting apps such as Facebook Jobs, LinkedIn Job Search, Glassdoor, and so on, (3) gender, to predict the risk of personal insolvency. It is not hard to know by common sense that unemployed employment status can be the real cause of an increase in personal insolvency risk among these three predictors. Gender is also not directly related to the personal insolvency risk. In addition, we also know that the unemployed job status is more likely to increase the activity in job-hunting apps. Therefore, we can observe a correlation rather than a causal relationship between the risk of personal insolvency and the activity in job-hunting apps. Based on this dataset, if we run a general prediction model, it is not difficult to observe this result that the employment status and the activity in job-hunting apps are relatively important features for the risk of personal insolvency due to the spurious correlation between the true cause “employment status” and the fake cause “activity in job-hunting apps”. A post-hoc explanation of this model “correctly” indicates that the most important features of the model are the employment status and the activity in job-hunting apps. This explanation may be deemed incorrect if we compare it against the ground-truth explanation of the underlying data. Therefore, this “correct” explanation based on correlation is not trustworthy. Current correlation-based approaches to explainable risk prediction models are falling short. The model that can figure out the causal effect may unlock trustworthy explainability.
Besides, the performance of general deep learning models is not satisfactory with respect to precision and recall. For the risk prediction task, the target label is always extremely imbalanced with skewed class proportions. Classes make up a large proportion of the negative samples (no risks) and a smaller proportion of positive samples (risks) because, in reality, the risk is always in the minority. In this circumstance, high accuracy is easily achieved by predicting every sample to be negative, even though this results in a false prediction of all positive samples. Hence, accuracy is not the be-all and end-all model metric. The expert tends to focus more on whether the model can maximally capture the actual positive samples (actual risks) with minimum false positive samples (actual no risks). Therefore, precision and recall are key metrics for risk prediction tasks. Precision talks about how precise the model is out of those predicted positives. Recall actually calculates the proportion of the actual positives captured by the model. Therefore, in the example above, general deep models without causal explanations are not effective in ensuring high precision and recall. For example, if one person who intends to hop from job to job spends more time on job-hunting apps, the general model may identify this person as at risk of insolvency, which will decrease the precision. If an unemployed person does not seek jobs through job-hunting apps but attends several local career fairs, the model may not accurately identify him as risky due to the fact that the “important” feature activity in job-hunting apps is unchanged.

Without figuring out the true causal features, it is very challenging to produce trustworthy predictions with high recall and precision in the risk prediction task. Therefore, based on the particularities of risk data, we propose a Task-Driven Causal Feature Distillation model (TDCFD) to deliver trustworthy risk predictions. To our best knowledge, TDCFD is the first to incorporate the Potential Outcome Framework (POF) (Rubin 1974) into the model explanation. By utilizing the POF, the task-driven causal feature attributions are distilled from the original feature values, which represent how much contribution each feature makes to this specific risk prediction task. Trustworthy risk predictions with causal interpretability and high precision and recall can be obtained by training on distilled data. We evaluate our TDCFD method on several synthetic and real datasets, and the results demonstrate its superiority over the state-of-the-art methods in terms of precision, recall, interpretability, and causality.

**Preliminary**

In our work, we aim to utilize causal inference to construct causal feature distillation for each feature variable. We successively treat each feature as a causal intervention (also named exposure or treatment in epidemiology) and other features as background variables to explore the causal relationship between the causal intervention and the outcome. Because the causal intervention assignment (the feature value) is not randomly distributed, the potential confounders (associated with both causal interventions and outcomes) in the background variables (other features) can lead to selection bias (Chu et al. 2023c; Yao et al. 2021; Li and Chu 2023; Chu, Rathbun, and Li 2021). Thus, we need to properly adjust for background variables (other features) in order to estimate the causal effect between the causal intervention (distilled feature) and the outcome. A common approach for confounding adjustment is using the propensity score, i.e., the probability of a unit being assigned to a particular level of intervention, given the background covariates (Rosenbaum and Rubin 1983). In confounding adjustment, although including all confounders is important, this does not mean that including more variables is better (Chu, Rathbun, and Li 2020; Greenland 2008; Schisterman, Cole, and Platt 2009). For example, conditioning on instrumental variables that are associated with the intervention assignment but not with the outcome except through the intervention can increase both bias and variance of estimated causal effects (Myers et al. 2011). Conditioning on adjustment variables that are predictive of outcomes but not associated with intervention assignment is unnecessary to remove bias while reducing variance in estimated causal effects (Sauer et al. 2013). Therefore, the inclusion of instrumental variables can inflate standard errors without improving bias, while the inclusion of adjustment variables can improve precision (Shortreed and Ertefaie 2017; Wilson and Reich 2014; Lin, Feng, and Li 2015).

**Methodology**

There exist several key bottlenecks in accepting deep learning models in risk prediction, such as a lack of interpretability, no
insight into cause relationships, and low precision and recall. Therefore, aiming at the risk prediction task, we propose a task-driven causal feature distillation model to transform original feature values with multifaceted information into causal feature attributions for the specific risk prediction task, which describes how much contribution the value of this feature can make to the risk prediction result. After the causal feature distillation, a deep neural network is applied to predict the risk by learning feature interaction. The framework of TDCFD contains two major components: causal feature distillation and risk prediction based on causal feature attribution.

**Causal Feature Distillation**

In the causal feature distillation part, there are three major steps: relational graph construction, propensity score estimation by adaptive group Lasso, and causal feature attribution estimation. To estimate the causal effect for each feature with observational data, we successively treat each feature as a causal intervention and other features as background variables to construct a relational graph that can help to estimate the propensity score by the inclusion of covariates (confounders and adjustment variables) predictive of the outcome and exclusion of covariates (instrumental and spurious variables) unrelated to the outcome, according to the discussion in the Preliminary section.

**Relational Graph Construction**

Here, we need to figure out the covariates that are predictive of the outcomes while removing the covariates independent of the outcome. Consider the application of a deep neural network predicting a risk $Y$ as a function of a $d_0 \times 1$ vector of covariates $X \in \mathbb{X}$. A deep neural network is comprised of $L + 1$ layers of interconnected nodes including an input layer, an output layer, and $L - 1$ hidden layers. Taking $H_0 = X$ for notational convenience, the $k$-th hidden layer $H_k = \phi_k(B_k \cdot H_{k-1} + A_k)$ is comprised of $d_k$ nodes; $k = 1, \cdots, L - 1$, where $\phi_k$ is an analytic activation function. The matrices $B_k \in \mathbb{R}^{d_k \times d_{k-1}}$ are comprised of unknown weights, and the $d_k \times 1$ vector $A_k$ may be regarded as a vector of intercepts. The last layer is the output layer, i.e., $H_L = \phi_L(B_L \cdot H_{L-1} + A_L)$, where the activation function $\phi_L$ depends on the type of outcome variable. Putting it all together, the output layer $f(X; \beta) = H_L$ is a composition, where $\beta$ is the collection of all neural network parameters, i.e., $B_k$ and $A_k$; $k = 1, \cdots, L$. Because the deep neural network only interacts with the original covariates through the first hidden layer, the columns $\beta^{(1)}_1, \cdots, \beta^{(1)}_{d_0}$ of $B_1$ in the first hidden layer are of particular interest, as they are comprised of vectors of parameters associated with the corresponding input variables $X_1, \cdots, X_{d_0}$. Thus, the Euclidean norm $||\beta^{(1)}_j||$ is regarded as a measure of the impact of $X_j$ on the risk outcome $Y$, where $j = 1, \cdots, d_0$.

For a general deep neural network to predict the risk, it is expressed as a nonlinear mapping $f : X \rightarrow Y$ from observed covariates $X$ to the risk outcome $Y$. In this step, we do not expect to predict the risks $Y$ very well and only aim to dig out the relationship between covariates and the risk outcome. Because the model only interacts with the original covariates through the first hidden layer, we impose a group Lasso penalty in the first layer to help select covariates predictive of the outcome, while removing covariates independent of the outcome. Here, the parameters $\beta^{(1)}_j$ connected to each input covariate $X_j$ are penalized as a group through the Euclidean norm $||\beta^{(1)}_j||$; $j = 1, \cdots, d_0$, so as to simultaneously perform covariate selection. Let $\hat{y}_i = f(x_i; \beta)$ denote the predicted observed outcome of unit $i$ given input feature $x_i$. The estimator for outcome prediction with group Lasso is thus defined as:

$$\hat{\beta}_n = \arg \min_{\beta} \{ R_n(\beta) + \lambda_n q(\beta) \},$$

where the empirical risk function is $R_n(\beta) = \frac{1}{n} \sum_{i=1}^n \ell(Y_i, f(X_i; \beta))$, $\ell(Y_i, f(X_i; \beta))$ denotes the log probability density (mass) function of $Y_i$ given $f(X_i; \beta)$, $q(\beta) = \sum_{k=1}^{d_0} ||\beta^{(1)}_j||$ is a penalty function, and $\lambda_n > 0$ is the tuning parameter.

Then, we aim to utilize the Potential Outcome Framework (POF) (Rubin 1974; Chu, Rathbun, and Li 2020, 2022) to estimate the causal effect of the feature on the outcome one by one. For example, we can specify one feature $X_j$ as the intervention variable and other features $X_{-j} = X_1, \cdots, X_{j-1}, X_{j+1}, \cdots, X_{d_0}$ as other roles (such as confounders $X_C$, adjustment $X_P$, instrumental $X_I$, or spurious variables $X_S$) under the relationship between intervention $X_j$ and risk outcome $Y$. Features $X_C$ referred to as confounders influence both the intervention feature $X_j$ and the risk outcome $Y$. Features $X_P$ referred to as adjustment variables are only predictive of the risk outcome $Y$. Features $X_I$ referred to as instrumental variables are only predictive of the intervention feature $X_j$. Features $X_S$ referred to as spurious variables are unrelated to both intervention feature $X_j$ and risk outcome $Y$. So far, according to the predictive ability of risk outcome, i.e., the group Lasso weights $||\beta^{(1)}_j||$; $j = 1, \cdots, d_0$, larger penalties are automatically assigned to $X_I$ and $X_S$ while smaller penalties are assigned to $X_P$ and $X_C$. We have identified a relational graph for the feature $X_j$ (not a causal graph).

**PS Estimation by Adaptive Group Lasso**

A propensity score is the probability of a unit being assigned to a particular intervention given a set of observed covariates. Propensity scores are used to reduce selection bias by equating groups based on these covariates. The propensity score is defined as the conditional probability of the intervention variable given other background variables, i.e., $P(X_j = x_j | X_{-j} = x_{-j})$.

Based on the established relational graph for the intervention feature $X_j$, we adopt a deep neural network with adaptive group Lasso to estimate the propensity score, which is expressed as a non-linear mapping $g : X_{-j} \rightarrow X_j$. As discussed in Section , a propensity score estimation model should include confounders $X_C$ and adjustment variables $X_P$, and at the same time eliminate instrumental variables $X_I$ and spurious variables $X_S$. The regular Lasso forces the
coefficients to be equally penalized in the \( \ell_1 \) penalty, regardless of the types of covariates (Zou 2006), and thus it cannot achieve our objective. To design a penalty function with different regularization strengths according to different types of covariates, we apply the adaptive group Lasso in outcome prediction (Eq. (1)) as the initial estimator into the propensity score estimation.

The parameters in the first hidden layer of the propensity score estimation model that directly interact with intervention feature \( X_{-j} \) can also be virtually decomposed into four subsets, i.e., \([\alpha_C, \alpha_P, \alpha_T, \alpha_S]\), where \( \alpha_C \in \mathbb{R}^{d_1 \times n_C} \), \( \alpha_P \in \mathbb{R}^{d_1 \times n_P} \), \( \alpha_T \in \mathbb{R}^{d_1 \times n_T} \), and \( \alpha_S \in \mathbb{R}^{d_1 \times n_S} \). The function \( g \) maps the other features \( X_{i,j} \) to the explained intervention \( X_{i,j} \) by a deep neural network. Here, we assume \( e(x_{i,j}, x_{i,-j}; \alpha) \) is the predicted propensity score, where \( \alpha \) is the collection of parameters in the first layer, i.e., the probability of the feature \( X_j \) of unit \( i \) taking the observed value.

We define the estimator of the propensity score model with adaptive group Lasso by:

\[
\hat{\alpha}_n = \arg \min_{\alpha} \left\{ K_n(\alpha) + \theta_n q(\alpha) \right\}, \tag{2}
\]

where the empirical risk function is \( K_n(\alpha) = \frac{1}{n} \sum_{i=1}^{n} \ell(X_{i,j}, p(x_{i,-j}; \alpha)) \),

\[ q(\alpha) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{||\alpha_C(\mathcal{C})||}{{\beta}(\mathcal{C})} + \frac{1}{n} \sum_{p=1}^{np} \frac{||\beta(p)||}{\gamma} \right) \tag{3} \]

\[ \text{and the tuning parameter } \theta_n > 0 \text{ controls the trade-off between the intervention prediction and adaptive group Lasso. The power } \gamma \text{ is positive.} \]

More specifically, the feature variable \( X_j \) that needs to be distilled can be binary, multiple, or continuous, so we adopt different DNN models to estimate the propensity score. For continuous variables, a mixture density network (MDN) (Bishop 1994) is adopted to model a conditional probability distribution \( p(x_j|x_{-j}) \) as a mixture of distributions, built within the general framework of neural networks and probability theory for working on supervised learning problems in which the target variable cannot be easily approximated by a single standard probability distribution. For binary and multiple variables, \( p(x_j|x_{-j}) \) is directly available. For the covariates removed in the outcome prediction with group Lasso (Eq. (1)), \( \beta = 0 \). Therefore, we assume that \( 0/0 = 1 \) and the corresponding \( \beta \) will still converge to zero. According to the decomposition of \( X_{-j} \) into \([X_C, X_P, X_T, X_S]\), the adaptive group Lasso uses the corresponding \( \hat{\beta}_C(\mathcal{C}), \hat{\beta}_P(\mathcal{P}), \hat{\beta}_T(\mathcal{I}), \) and \( \hat{\beta}_S(\mathcal{S}) \) to assign different initial weights to covariates \( X_{-j} \) based on their importance in predicting outcome variable \( Y \).

In the outcome prediction model with group Lasso (Eq. (1)), the coefficients of confounders \( \hat{\beta}_C(\mathcal{C}) \) and adjustment variables \( \hat{\beta}_P(\mathcal{P}) \) that are predictive of the outcome should be larger than those of instrumental \( \hat{\beta}_I(\mathcal{I}) \) and spurious variables \( \hat{\beta}_S(\mathcal{S}) \) that are not related to the outcome. Thus, the weights \( ||\hat{\beta}_C(\mathcal{C})||^{-\gamma} \) and \( ||\hat{\beta}_S(\mathcal{S})||^{-\gamma} \) for instrumental and spurious variables are inflated to infinity while the weights \( ||\hat{\beta}_P(\mathcal{P})||^{-\gamma} \) for confounders and adjustment variables are bounded. Therefore, confounders and adjustment variables can be automatically selected, and instrumental and spurious variables can be automatically removed.

It is worth noting that we cannot distinguish confounders from adjustment variables and instrumental variables from spurious variables. In fact, there is no need to distinguish them. The estimation of propensity score benefits from the combination of confounders and adjustment variables and suffers from instrumental and spurious variables.

**Causal Feature Attribution Estimation** In order to accomplish task-driven causal feature distillation, we need the response function for each feature. For each unit \( i \), we postulate the existence of a set of potential outcomes, \( Y_i(x_j) \), for \( x_j \in X_j \), referred to as the unit-level response function. \( X_j \) can be binary or multiple, and we also allow \( X_j \) to be a continuous interval \([\text{low}^x, \text{high}^x]\). We are interested in the average response function, \( \mu(x_j) = \mathbb{E}[Y_i(x_{i,j})] \). To simplify the notation, we will drop the \( i \) subscript in the sequel.

In this section, we show that PS can be used to eliminate any bias associated with differences in the covariates \( X_{-j} \). The approach consists of two steps. First, we estimate the conditional expectation of the outcome as a function of two scalar variables, the intervention value of \( X_j \) and the PS \( E, \sigma(x_j, e(x_j, x_{-j})) = \mathbb{E}[Y|x_j = x_j, E = e(x_j, x_{-j})] \). However, empirically, a one-dimensional propensity score space will lose most of the information in the data, so learning a low-dimensional propensity score vector is a feasible solution (Chu, Rathban, and Li 2020), which is the last layer of the propensity score estimation model. Second, we estimate the response function at a particular value of the intervention \( X_j \). We average this conditional expectation over the score evaluated at the intervention level of interest \( e(x_j, X_{-j}) \) rather than \( e(X_j, X_{-j}) \), i.e., \( \mu(x_j) = \mathbb{E}[\sigma(x_j, e(x_j, X_{-j}))] \).

The binary intervention case, \( x_j = 0, 1 \), and in the multiple intervention case, \( x_j \) has multiple values. For continuous intervention, \( x_j \) is in an interval \([\text{low}^x, \text{high}^x]\).

In the following, we will give several definitions based on the average response function, \( \mu(x_j) = \mathbb{E}[Y|x_j] \) to help to explain the contribution of each feature for the specific task.

**Definition 1.** (Causal Intervventional Expectation). In the potential outcome framework (POF) (Rosenbaum and Rubin 1983), the Causal Intervential Expectation \( \mathbb{E}[Y|x_j] \) is defined as the expectation of all potential outcomes overall populations given the specific value \( x_j \) of feature \( X_j \).

This is similar to \( \mathbb{E}[Y|do(X_j = x_j)] \) defined in the structural causal model. \( do(\cdot) \) operator simulates physical interventions by fixing \( X_j \) with a constant \( x_j \), while keeping the rest of the features unchanged. A causal response
curve, a figure illustrating the expectation of outcome across a specific feature, can be derived from causal interventional expectation.

**Definition 2.** (Causal Feature Importance). The Causal Feature Importance ($CFI^y_{x_j}$) measures the influence of the change of feature $x_j$ on the outcome $Y$, which can be defined as $CFI^y_{x_j} = E_{x_j}[E[Y(x_j)] - \min_{x_j} E[Y(x_j)]]$.

Due to the absence of any prior information, we assume that the $x_j$ is equally likely to be perturbed to any value between $[low^{x_j}, high^{x_j}]$, i.e., $x_j \sim U(low^{x_j}, high^{x_j})$, where $[low^{x_j}, high^{x_j}]$ is the domain of $x_j$. We use the discrete/continuous uniform distribution, which represents the maximum entropy distribution among all distributions in a given interval. If more information about the distribution of interventions performed by the “external” doer is known, this could be incorporated instead of a uniform distribution.

Due to the fluctuating response curve over the entire range of feature values, the local variation of causal interventional expectation is more crucial for the model explanation.

**Definition 3.** (Locally Causal Positive/Negative/Neutral Gradient). Locally Causal Gradient is defined as the gradient of the causal response curve, which can be positive, negative, or neutral.

**Definition 4.** (Causal Feature Attribution). The Causal Feature Attribution ($CFA^y_{x_j}$) measures the causal contribution of input feature $x_j$ for output $y$, which can be defined as $CFA^y_{x_j} = E[Y(x_j)] - baseline_{x_j}$.

$baseline_{x_j}$ has three forms: (1) the decision boundary of the neural network, where predictions are neutral, such as a probability with value 0.5 in a binary classification task; (2) a specific value of the feature, i.e., $\bar{x}_j$ that the expert assigned according to domain knowledge, such as $CFA^y_{x_j} = E[Y(x_j)] - E[Y(\bar{x}_j)]$; (3) the average $E[Y(x_j)]$ over the values of $x_j$, i.e., $CFA^y_{x_j} = E[Y(x_j)] - E_{x_j}[E[Y(x_j)]]$. The third form is also defined as Causal Attribution in (Chattopadhyay et al. 2019). However, the “positively causal” ($CFA \geq 0$) is only the relative difference between the average $E[Y(x_j)]$ over the values of $x_j$, which does not have any practical significance on the contribution of $x_j$ to $y$. In the binary risk classification task, we set $baseline_{x_j} = 0$ so that causal feature attribution is the same as the causal interventional expectation, which can measure the probability of risk between 0 (negative) and 1 (positive).

**Risk Prediction**

For now, the original values of each feature can be replaced by the corresponding causal feature attribution that represents the amount of contribution the value of this feature can make to the risk prediction outcome. Thus, the original data ($X, Y$) containing multifaceted information has been transformed into data ($\mu(X), Y$) with causal feature attribution on a common scale for this specific risk prediction. Then, a general neural network can be used to produce a trustworthy outcome in line with the causal explanations.

**Theoretical Analysis**

In the task-driven causal feature distillation, the original feature values are replaced by the causal expectation estimation for each feature. In this section, we provide a comprehensive theoretical analysis of the unbiased causal expectation estimation based on the propensity score method (Chu et al. 2023a).

We define the set of risk minimizers as $H^*_\epsilon := \{\alpha : K(\alpha) = K(\alpha^*)\}$, where the $K$ is the risk function of propensity score estimation with adaptive group LASSO. The parameters in the first hidden layer for $g_\alpha(X_{1:j})$ are divided into two groups $m = \alpha_x \cup \alpha_S$ and $e = \alpha_C \cup \alpha_T$, which correspond to $v = \beta_x \cup \beta_S$ and $u = \beta_C \cup \beta_T$. The following Theorem proves the consistency of estimator and variable selection under adaptive group LASSO:

**Theorem 1.** Let $\gamma > 0$, $\epsilon > 0$, $\lambda_n = O(n^{-1/4})$, and $\theta_n = O(n^{-\gamma/(4\nu-4)} + \epsilon)$, for any $\delta > 0$. Then there exists $N_\delta$ such that for $n > N_\delta$, $d(\tilde{\alpha}_n, H^*_\epsilon) \leq C \left(\log n\right)^{(\nu - 1)/2}$ and $\|\tilde{\alpha}_n\| = 0$ with probability at least $1 - \delta$, where $\tilde{\alpha}_n = \beta_x \cup \beta_S$.

Then, the following Theorem proves that the causal expectation estimation based on the propensity score is unbiased.

**Theorem 2.** (Bias Removal with Propensity Score) Suppose that assignment to the intervention $X_j$ is weakly unconfounded given background variables $X_{-j}$. Then (i) $\gamma(x_j, e) = E[Y(x_j)]|e(x_j, X_{-j}) = e] = E[Y|X_j = x_j, E = e]$. (ii) $\mu(x_j) = E[Y(x_j)] = E[\gamma(x_j, e(x_j, X_{-j})].$

**Experiments**

In this section, we conduct experiments on synthetic and real datasets, including causal effect estimation benchmarks and synthetic and real datasets for risk prediction tasks to evaluate the following aspects: (1) Our proposed method based on relational graph construction and adaptive group Lasso PS estimation can ensure the accuracy of causal feature attribution estimation; (2) The precision and recall of the risk prediction task are significantly improved.

**Causal Effect Estimation Experiments**

We conduct the causal effect estimation experiments on the News dataset with different interventions and compare our TDCFD model with eleven baselines.

**Results.** We adopt the commonly used evaluation metric, i.e., the error in average treatment effect (ATE) estimation defined as $\epsilon_{ATE} = |ATE - \hat{ATE}|$, where ATE is an estimated ATE. In addition, for the evaluation of multiple interventions, we follow the definitions in (Schwab, Linhardt, and Karlen 2018), where $\epsilon_{ATE}$ can be extended to multiple interventions by averaging ATE between every possible pair of interventions. It is defined as $\epsilon_{mATE} = \frac{1}{k} \sum_{i=0}^{k-1} \sum_{j=0}^{k-1} \hat{ATE}_{i,j}$, where $k$ is the number of intervention options.

Table 1 shows the performance of our method and baseline methods on the News datasets with 2, 4, 8, and 16 intervention options. TDCFD achieves the best performance with respect to $\epsilon_{ATE}$ on News datasets with 4, 8, and 16 intervention
why our model can outperform the general machine learning models to this risk prediction task. As shown in Fig. 2, our synthetic data includes 20 features and a binary risk label. In order to incorporate the underlying causal relationships among the features and between the features and the risk outcome, we randomly generate a directed acyclic graph (DAG) to represent the conditional dependency relationships and then utilize the Bayesian networks (Heckerman 2008) to simulate the data. Bayesian networks are a type of probabilistic graphical model that uses Bayesian inference for probability computations. It aims to model conditional dependence, and therefore causation, by representing conditional dependence by edges in a directed graph. Data is simulated from a Bayesian network by first sampling from each of the root nodes, then followed by the children conditional on their parents until data for all nodes have been drawn. To realistically simulate the risk data, we generate 1,000 samples with the positive label and 9,000 with the negative label.

**Baseline Methods.** We apply some classical classification models to this risk prediction task, such as Logistic Regression (LR), Support Vector Machine (SVM) (Suykens and Vandewalle 1999), K-Nearest Neighbours (KNN) (Cunningham and Delany 2021), Random Forest (RF) (Breiman 2001), and others. The results of these benchmarks for causal effects estimation can demonstrate that our method is capable of precisely estimating causal effects.

### Experiments of Risk Prediction on Synthetic

**Simulation Procedure.** Because, in the real observational data, the true data generation procedure is unknown, we cannot effectively evaluate the explainability and the true feature contributions.

We generate a synthetic dataset that can not only reflect the complexity of real data but also help to explore the reason why our model can outperform the general machine learning models for the risk prediction task. As shown in Fig. 2, our synthetic data includes 20 features and a binary risk label. In order to incorporate the underlying causal relationships among the features and between the features and the risk outcome, we randomly generate a directed acyclic graph (DAG) to represent the conditional dependency relationships and then utilize the Bayesian networks (Heckerman 2008) to simulate the data. Bayesian networks are a type of probabilistic graphical model that uses Bayesian inference for probability computations. It aims to model conditional dependence, and therefore causation, by representing conditional dependence by edges in a directed graph. Data is simulated from a Bayesian network by first sampling from each of the root nodes, then followed by the children conditional on their parents until data for all nodes have been drawn. To realistically simulate the risk data, we generate 1,000 samples with the positive label and 9,000 with the negative label.

**Baseline Methods.** We apply some classical classification models to this risk prediction task, such as Logistic Regression (LR), Support Vector Machine (SVM) (Suykens and Vandewalle 1999), K-Nearest Neighbours (KNN) (Cunningham and Delany 2021), Random Forest (RF) (Breiman 2001),
DNN (Larochelle et al. 2009), Transformer (Vaswani et al. 2017), and XGBoost (Chen and Guestrin 2016).

Evaluation Metrics. To evaluate the effectiveness of a model, we adopt Precision ($\frac{TP}{TP+FP}$), Recall ($\frac{TP}{TP+FN}$), and Accuracy ($\frac{TP+TN}{Total}$). Both precision and recall are defined in terms of the positive class. Precision measures the quality of model predictions for positive class and recall, on the other hand, measures how well the model did for the actual observations of the positive class. Compared to accuracy, precision and recall are more important in the risk prediction task.

Results. Table 2 shows that TDCFD achieves the best performance with respect to precision and recall in the synthetic data experiment. To further explore the reason why there exist large differences in precision and recall between our model and the baseline models, we performed ablation studies on two more datasets by predicting the risk outcome based on four observed variables ($X_0$, $X_1$, $X_2$, and $X_3$). The first one (Fig.3 (a)) contains 4 feature variables and a risk outcome variable, where only $X_0$ is the cause of the outcome also related to $X_1$, $X_2$, and $X_3$. In the second data (Fig.3 (b)), except for the four observed feature variables, there exists another hidden variable $H1$. $X_1$, $X_2$, and $X_3$ all depend on this hidden variable $H1$. According to Table 3, we can find that based on the spurious correlations in the first data, the positive samples can still be accurately captured, but in the second data, the precision and recall decrease dramatically due to ignorance of the real cause.

Experiments of Risk Prediction on Real Data

Real Data. To evaluate the model performance for risk prediction tasks, we adopt a real dataset collected from Alipay, the top Fintech company that offers billions of customers equal access to sustainable financial services and capital. This corporate risk data includes 16,409 observations with 1,867 positive samples and 14,542 negative samples. It contains 114 feature variables, such as corporate financial statement data, public opinion data, corporate event data, and so on. The baseline methods and evaluation metrics are identical to those in synthetic data experiments.

Results. Table 2 shows the performance of our method and baseline methods on the real corporate risk prediction task. TDCFD achieves the best performance with respect to precision and recall. To figure out the reasons for the model’s performance, we did two studies on the original feature data (original feature values) and causal feature distilled data, where original feature values are replaced by causal feature attributions. We exhibit a typical categorical feature with original values and causal feature attributions in Fig. 4. We can find the original values are uniformly increased from 0 to 6, but there is a huge gap between the first value and other 5 values in this feature’s causal feature attribution range. The causal feature attributions for the original values from 1 to 6 are very close and have similar risk probabilities. However, the original data cannot reflect such information. In addition, we did the t-test for continuous variables and the chi-square test for categorical variables for both original feature data and causal feature distilled data. In the original feature data, 64 variables significantly differ between positive and negative classes. However, in the causal feature distilled data, there are only 52 variables that are significantly different. Furthermore, the 52 variables do not all come from the 64 variables of the original feature data. Therefore, the TDCFD filters out a part of spurious correlations and discovers some new causal relationships that did not appear in the original data.

Conclusion

We propose a novel Task-Driven Causal Feature Distillation model (TDCFD) for trustworthy risk predictions, which incorporates the POF to distill causal feature contributions and make predictions based on them. We conduct comprehensive experiments on both synthetic and real datasets to illustrate our model can perform well in risk prediction tasks with significantly improved precision and recall and generate causal-based interpretability.
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