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Abstract

Causal inference from longitudinal observational data is a challenging problem due to the difficulty in correctly identifying the time-dependent confounders, especially in the presence of latent time-dependent confounders. Instrumental variable (IV) is a powerful tool for addressing the latent confounders issue, but the traditional IV technique cannot deal with latent time-dependent confounders in longitudinal studies. In this work, we propose a novel Time-dependent Instrumental Factor Model (TIFM) for time-varying causal effect estimation from data with latent time-dependent confounders. At each time-step, the proposed TIFM method employs the Recurrent Neural Network (RNN) architecture to infer latent IV, and then uses the inferred latent IV factor for addressing the confounding bias caused by the latent time-dependent confounders. We provide a theoretical analysis for the proposed TIFM method regarding causal effect estimation in longitudinal data. Extensive evaluation with synthetic datasets demonstrates the effectiveness of TIFM in addressing causal effect estimation over time. We further apply TIFM to a climate dataset to showcase the potential of the proposed method in tackling real-world problems.

Introduction

Causal effect estimation based on observational data plays a crucial role in understanding the underlying causal mechanism of a system in various areas, e.g., in epidemiology, econometrics, clinical decision-making, and climate research. It also provides insights for making effective decisions. In this paper, we focus on causal effect estimation from longitudinal observational data in the static setting. However, only a few IV-based methods are available for the longitudinal setting. Estimating causal effects over time provides the benefits of analyzing changes, interventions, actions, and relationships within the same subjects across different time-steps in many fields, e.g., education, medicine, and clinical research. It also provides insights for making effective decisions over time.

The primary challenge of estimating causal effects from longitudinal studies is the time-dependent confounders which influence both the time-dependent treatment and the time-dependent outcome of interest, especially those latent time-dependent confounders. For example, consider a study that investigates the effect of an ‘education intervention’ (the treatment), such as personalized tutoring, on ‘academic performance’ (the outcome) over time. In this scenario, certain factors like students’ pre-existing knowledge levels and study habits, which change over time, might not be directly measured during the study, and are latent time-dependent confounders.

When all time-dependent confounders are measured, adjusting for these confounders using methods like inverse probability of treatment, can be utilized to obtain unbiased estimation of the causal effect of the time-dependent treatment. In cases when there are latent time-dependent confounders, an IV approach with a valid time-dependent IV can be employed to recover the unbiased causal effect of time-dependent treatment from longitudinal data. The treatment, outcome, and IV can be time-varying due to the dynamic and evolving nature. Following the example mentioned above, the ‘government funding in education’ can potentially serve as a time-dependent IV for estimating the causal effect of time-dependent education intervention on time-dependent academic performance. A valid time-dependent IV is crucial for the soundness of the IV approach in longitudinal data, but finding a valid time-dependent IV poses a major challenge in applications.

Data-driven methods for discovering time-dependent IV directly from longitudinal data are needed. Many works using the IV approach in longitudinal studies need a given valid time-dependent IV (Cui et al. 2023). However, in
practice, it is often impossible to know such an IV in advance, which makes it impossible to estimate the causal effect in this case. On the other hand, although there might not be a variable satisfying the requirements for a time-dependent IV directly, the information of time-dependent IV could be inferred from some observed variables.

In this work, we propose a novel sequential architecture based on a recurrent neural network (RNN), called the Time-dependent Instrumental Factor Model (TIFM) for learning a substitute of a time-dependent IV from the historical data of the covariates in longitudinal data with time-dependent latent confounders. Then the learned substitute in each sequence is used as a time-dependent IV in the Two-Stage Least Squares (TSLS) regression (Angrist and Imbens 1995) to mitigate the confounding bias caused by latent time-dependent confounders and obtain unbiased sequential causal effect estimations.

We summarise the contributions of our paper as follows.

- We study a crucial problem in a longitudinal study and propose to use a substitute of latent time-dependent IV for estimating causal effect in the presence of latent time-dependent confounders. We theoretically analyse the soundness of the substitute of latent time-dependent IV in causal effect estimation from longitudinal data with latent time-dependent confounders.
- We propose a novel Time-dependent Instrumental Factor Model, TIFM, to learn the substitute of latent time-dependent IV from data. To the best of our knowledge, this is the first method which learns a substitute of time-dependent IV from longitudinal data directly.
- Extensive experiments on synthetic datasets and a real-world climate dataset demonstrate the effectiveness of TIFM in causal effect estimation from longitudinal data with latent time-dependent confounders.

**Problem Setting**

Throughout the paper, we use uppercase letters to indicate variables and lowercase letters for their values. A bold-faced letter is used to represent a set of variables (in uppercase) or the corresponding values of a set of variables (in lowercase).

For an individual $i$, the data consists of time-dependent covariates $\bar{X}^{(i)}_t = (X_1, \ldots, X_t) \in \mathcal{X}_t$, history treatment $\bar{W}^{(i)}_t = (W_1, \ldots, W_t) \in \mathcal{W}_t$ and outcome $\bar{Y}^{(i)}_{t+1} = (Y_{2t}, \ldots, Y_{t+1}) \in \mathcal{Y}_{t+1}$ for $t$ discrete time-steps. Furthermore, $X_t = [X_{t1}, \ldots, X_{tk}] \in \mathcal{X}_t$ be the $k$ covariates. Note that $Y_{t+1}$ is a sink node in the full-time graph$^1$ (Mastakouri, Schölkopf, and Janzing 2021), i.e., there is not a descendant node of $Y^{(i)}_{t+1}$.

Assumption 3 (IV relevance) $\mathbb{E}(W_t \mid \bar{W}_{t-1}, \bar{X}_t, S_t) \neq \mathbb{E}(W_t \mid \bar{W}_{t-1}, \bar{X}_t, S_{t-1})$.

The assumption says that the IV $S_t$ should be associated with $W_t$ conditioning on the history data.

Assumption 4 (IV-outcome independence) $S_t \perp \perp (Y_{t+1}(\bar{w}), X_{t+1}, U_{t+1}) \mid \bar{W}_t = \bar{w}, \bar{X}_t, \bar{U}_t$. This assumption essentially indicates that there is not a direct causal effect of $S_t$ on $X_{t+1}$, and $U_{t+1}$ and $Y_{t+1}$ will be identified conditioning on history data if one set $\bar{W}_t = \bar{w}$ (Cui et al. 2023).

Assumption 5 (IV–unmeasured confounder independence) $S_t \perp \perp \bar{U}_t \mid \bar{W}_{t-1}, \bar{X}_t, \bar{S}_{t-1}$. Assumption 5 says that $S_t$ and $\bar{U}_t$ are independent conditioning on history data and $\bar{X}_t$. These three assumptions are utilised to formalise the temporal relationships within the data. Fig. 1 presents an illustrative causal DAG, offering a clear interpretation of the intricate relationships among $S_t$, $\bar{X}_t$, $\bar{U}_t$, $\bar{W}_t$ and $Y_{t+1}$.

It is worth mentioning that both assumptions 4 and 5 are not testable from longitudinal data in the presence of $\bar{U}_t$. Moreover, most IV-based methods in longitudinal studies require a known time-dependent IV, which may not be available in numerous real-world applications. The challenge of identifying or searching for a valid time-dependent IV remains an unresolved problem in causal inference within a temporal context. To offer an alternative approach to this open problem in causal inference with longitudinal data, in this paper, we focus on exploring how to learn time-dependent IV with minimal reliance on domain knowledge.

Let $Y_{t+1}(\bar{w})$ be the potential outcomes relative to each possible value of treatment $\bar{w}$. These potential outcomes are not generally measured, and their correlation with the measured data is based on the consistency assumption.

Assumption 1 (Consistency) For a given individual, if $\bar{W}_t = \bar{w}_t$, then $Y_{t+1}(\bar{w}_t) = Y_t$, i.e., the potential outcomes on $\bar{w}_t$ is the same as the factual outcome $Y_t$.

We aim to recover the average causal effects over time in the presence of latent time-dependent confounders $\bar{U}_t$ between $\bar{W}_t$ and $\bar{Y}_{t+1}$, where $\bar{U}_t$ affects both $\bar{W}_t$ and $\bar{Y}_{t+1}$. The latent Sequential Randomisation Assumption (SRA) (Robins 2000) holds if $\bar{U}_t$ is measured:

Assumption 2 (Latent SRA) $Y_t(\bar{w}) \perp \perp \bar{W}_{t-1} = \bar{w}_{t-1}, \bar{X}_t, \bar{U}_t$.

Note that the latent confounders $\bar{U}_t$ affects both $\bar{W}_t$ and $\bar{Y}_{t+1}$, resulting in non-identifiable causal effects of $\bar{W}_t$ on $\bar{Y}_{t+1}$ (Pearl 2009; Hernán and Robins 2010). However, traditional IV methods (Hartford, Lewis et al. 2017; Cheng, Xu et al. 2023) for the static setting cannot be used to obtain unbiased estimation of the causal effects of $\bar{W}_t$ on $\bar{Y}_{t+1}$ over time. In this work, we aim to utilise the “time-dependent IV” to address the effect of latent time-dependent confounders $\bar{U}_t$ in causal effect estimation over time.

We assume that there exists a latent time-dependent IV $\bar{S}_t$ caused by a set of time-dependent covariates $\bar{X}_t$, satisfying the following longitudinal generalisation of the standard IV assumptions (Robins and Tsiatis 1991; Cui et al. 2023) as described below, for $1 \leq t \leq T$, and $\bar{w}_t \in \mathcal{W}^T$:

\[ \mathbb{E}(W_t \mid \bar{W}_{t-1}, \bar{X}_t, S_t) \neq \mathbb{E}(W_t \mid \bar{W}_{t-1}, \bar{X}_t, S_{t-1}) \]

Assumption 3 (IV relevance) $\mathbb{E}(W_t \mid \bar{W}_{t-1}, \bar{X}_t, S_t) \neq \mathbb{E}(W_t \mid \bar{W}_{t-1}, \bar{X}_t, S_{t-1})$.

The assumption says that the IV $S_t$ should be associated with $W_t$ conditioning on the history data.

Assumption 4 (IV-outcome independence) $S_t \perp \perp (Y_{t+1}(\bar{w}), X_{t+1}, U_{t+1}) \mid \bar{W}_t = \bar{w}, \bar{X}_t, \bar{U}_t$. This assumption essentially indicates that there is not a direct causal effect of $S_t$ on $X_{t+1}$, and $U_{t+1}$ and $Y_{t+1}$ will be identified conditioning on history data if one set $\bar{W}_t = \bar{w}$ (Cui et al. 2023).

Assumption 5 (IV–unmeasured confounder independence) $S_t \perp \perp \bar{U}_t \mid \bar{W}_{t-1}, \bar{X}_t, \bar{S}_{t-1}$. Assumption 5 says that $S_t$ and $\bar{U}_t$ are independent conditioning on history data and $\bar{X}_t$. These three assumptions are utilised to formalise the temporal relationships within the data. Fig. 1 presents an illustrative causal DAG, offering a clear interpretation of the intricate relationships among $S_t$, $\bar{X}_t$, $\bar{U}_t$, $\bar{W}_t$ and $Y_{t+1}$.

It is worth mentioning that both assumptions 4 and 5 are not testable from longitudinal data in the presence of $\bar{U}_t$. Moreover, most IV-based methods in longitudinal studies require a known time-dependent IV, which may not be available in numerous real-world applications. The challenge of identifying or searching for a valid time-dependent IV remains an unresolved problem in causal inference within a temporal context. To offer an alternative approach to this open problem in causal inference with longitudinal data, in this paper, we focus on exploring how to learn time-dependent IV with minimal reliance on domain knowledge.

\[^1\]The infinite directed acyclic graph (DAG) over time (Peters, Janzing, and Schölkopf 2017; Robins 2000).
The time-dependent confounders

Figure 1: A causal DAG illustrating our problem setting and the effects of Assumptions 3, 4 and 5. We aim to estimate the causal effects from observational data using deep learning techniques. Then, the work focuses on the assumed setting shown in Fig. 1 to infer latent time-dependent confounders when latent time-dependent confounders are present. In this work, we aim to learn a substitute of the latent time-dependent IV within the Two-Stage Least Squares regression (TSLS) to estimate the average causal effects over time in the presence of latent time-dependent confounders.

Objective Formulation

Causal inference requires certain assumptions to draw valid causal conclusions from observational data, particularly when latent time-dependent confounders are present. In this work, we focus on the assumed setting shown in Fig. 1 to infer the time-dependent IV for estimating the causal effects of $W_t$ on $Y_{t+1}$ over time in the presence of latent time-dependent confounders. Then, we apply the inferred substitute of the latent time-dependent IV within the Two-Stage Least Squares regression (TSLS) to estimate the average causal effects over time in the presence of latent time-dependent confounders.

Specifically, our objective is to infer a sequence of latent factors $L_t = (L_{t_1}, \ldots, L_{t_k}) \in \mathcal{L}_t$ as a substitute for $S_t$ from history data using deep learning techniques. Then, the inferred substitute $L_t$ serves as a time-dependent IV for causal inference from longitudinal data with latent time-dependent confounders $U_t$.

Recently, Bica et al. (Bica, Alaa et al. 2020) have built a factor model over time to infer latent variables render the assigned multiple treatments conditionally independent in the estimation of treatment responses over time. Different from the work (Bica, Alaa et al. 2020), we consider a single treatment $W_t$, rather than multiple treatments at time $t$. Note that a single treatment is a much more difficult problem setting than the multiple treatments setting, in the sense that single treatment provides less information about the latent time-dependent confounders $U_t$. Similar to the work (Wang and Blei 2019; Bica, Alaa et al. 2020), we also make the no latent single-cause confounders assumption: there are no single-cause confounders between $X_t$ and $W_t$, i.e., no variable that affects just one of $X_t$ and $W_t$ over time.

Solution Outline

Let $H_{t-1} = (\tilde{W}_{t-1}, \tilde{X}_{t-1}, \tilde{L}_{t-1})$. At time $t$, TIFM constructs the latent variable $I_t = f(H_{t-1})$, where $H_{t-1} = (\tilde{w}_{t-1}, \tilde{x}_{t-1}, I_{t-1})$ denotes the values of history data $H_{t-1}$. In our problem setting, $S_t$ in the causal DAG in Fig. 1 is unobserved. The latent variable $L_t$ renders the marginal distribution of $X_t$ as:

$$p(x_{t1}, \ldots, x_{tk} | I_t) = \prod_{j=1}^{k} p(x_{tj} | I_t)$$

To obtain the substitute $L_t$, the factor model of $\tilde{X}_t$, with joint distribution is built on $\tilde{X}_t$ and history data $H_{t-1}$ as a latent variable model:

$$p(\sigma_{1:k}, \tilde{x}_t, I_t) = p(\sigma_{1:k}) \times \prod_{t=1}^{T} \prod_{j=1}^{k} p(l_t | I_{t-1}) p(x_{tj} | I_t, \sigma_j)$$

where $\sigma_{1:k}$ are parameters. We fit Eq. (2) to capture the dependencies among the covariates caused by the latent time-dependent IV $S_t$. We then infer $L_t$, which can be regarded as a substitute for $S_t$. Thus, by leveraging the dependencies between multiple covariates, the factor model enables us to recover a sequence of latent variables $L_t$ from history data.

To provide a theoretical proof for Eq. (2), we first introduce the following Sequential Kallenberg Construction, a modified definition of the “Kallenburg Construction” in (Kallenberg and Kallenberg 1997; Bica, Alaa et al. 2020).

Definition 1 (Sequential Kallenberg construction) At time-step $t$, the distribution of $X_t = [X_{t1}, \ldots, X_{tk}]$ follows a sequential Kallenberg construction through the random variables $I_t = f(H_{t-1})$, provided that there exist measurable functions $f_{tj}: \mathbb{C} \times [0, 1] \rightarrow \mathbb{X}_t$ and random variables $M_{tj} \in [0, 1]$, where $j = 1, \ldots, k$, satisfying the condition $X_{tj} = f_{tj}(I_t, M_{tj})$, with $M_{tj} \in [0, 1]$ jointly satisfying $(M_{t1}, \ldots, M_{tk}) \perp \tilde{W}_t | X_{t-1}, L_t$.

We then present the following theorem, which guarantees that $L_t$ can serve as a valid time-dependent instrument for unbiased causal effect estimation of $\tilde{W}_t$ on $Y_{t+1}$ using longitudinal data, even in the presence of latent time-dependent confounders $U_t$.

Theorem 1 If the distribution $p(\tilde{x}_t)$ can be represented using the factor model $p(\sigma_{1:k}, \tilde{x}_t, I_t)$, we can deduce that $S_t$ is captured by the substitute $L_t$ which serves as a time-dependent IV.

Theorem 1 guarantees the soundness of our proposed TIFM method. The proof is provided in the supplement. $L_t$ is a substitute of $S_t$ and plays the role of time-dependent IV in the estimation of the causal effect of $W_t$ on $Y_{t+1}$ from

---

All supplemental materials are provided in our arXiv version, which can be accessed at https://arxiv.org/abs/2312.07175.
longitudinal data in the presence of latent time-dependent confounders $U_t$. In the next section, we introduce our implementation of TIFM method over time in practice.

**Implementation**

In this section, we present an implementation for acquiring the substitute of time-dependent IV. Long Short-Term Memory (LSTM) is a specialised type of recurrent neural network (RNN) that is well-suited for tasks involving sequences and time-series data. Hence, we devise a LSTM architecture primed to capture the substitute of latent time-dependent IV from history data. Formally, the component dedicated to substitute IVs is outlined as follows:

$$
L_t = \text{LSTM}(\psi),
$$

$$
L_t = \text{LSTM}(L_{t-1}, X_{t-1}),
$$

where $\psi$ is the randomly initialised parameter for the initial step, which is subsequently trained in conjunction with the remaining parameters within the LSTM.

After training the LSTM model, we extract $\hat{L}_t$ from the model and utilise it as the time-dependent IV for an IV-based causal effect estimation. It is essential to emphasise that our TIFM method imposes no restrictions on subsequent causal effect estimators, thereby allowing for the incorporation of well-known estimators like TSLS (Angrist and Imbens 1995), DeepIV (Hartford, Lewis et al. 2017), and Ortho.IV (Syrgkanis, Lei et al. 2019), as plug-ins within the overarching framework. The architecture of the proposed TIFM method is visually depicted in Fig. 2.

**Experiments**

To validate the performance of the proposed TIFM method, we first conduct experiments on synthetic datasets, where we have access to the true time-dependent IVs, enabling precise computation of the actual causal effects over time. Following the methodologies outlined in (Wang and Blei 2019; Bica, Alaa et al. 2020), we generate synthetic datasets to assess the performance of our TIFM. Comparative evaluations are drawn against the state-of-the-art estimators. Furthermore, sensitivity analyses on TIFM are carried out to glean insights into its resilience across diverse parameter configurations. To demonstrate the practical applicability of our TIFM, we further apply TIFM to a real-world climate dataset as a case study, verifying its effectiveness in real-world scenarios.

**Experiment Setup**

To ensure fair comparisons, we perform simulation studies on several synthetic datasets. These datasets are generated by adhering to the data generation process outlined in the study by Bica et al. (Bica, Alaa et al. 2020). The specifics of the synthetic dataset generation are available in the supplement due to page limitations. We generate the synthetic datasets with a variety range of sample sizes: 2k, 4k, 6k, and 8k. To avoid the bias brought by the data generation process, we repeatedly generate 30 datasets for each sample size. To induce time dependencies, we set $p = 1$ and $p = 3$ ($p$ is from $p$-order autoregressive processes, the detail can be found in the supplements.). The dimensionality of the covariates $X$ and the latent confounders are set to 3, respectively.

**Models for Comparison**

We compare TIFM with multiple state-of-the-art causal effect estimators, including: (1) LinearDML (LDML) (Chernozhukov, Chetverikov et al. 2018), which addresses the reverse causal metric bias by applying the cross-fitting strategy; (2) NonParamDML (NPDML) (Chernozhukov, Chetverikov et al. 2018), which is a non-parametric version of Double ML estimators that can have arbitrary final ML models; (3) SparseLinearDML (SLDML) (Semenova et al. 2023), for which loss function of the LinearDML estimator is modified by incorporating $L_1$ regularisation; (4) CausalForestDML (CFDML) (Athey, Tibshirani, and Wager 2019), which employs two random forests for causal estimations for predicting two potential outcomes respectively; (5) KernelDML (KDM) (Nie and Wager 2021), which combines dimensionality reduction techniques and kernel methods; (6) Meta-learner (Künzel, Sekhon et al. 2019), specifically, the X-learner (XLer). The aforementioned machine learning-based estimators operate within a static setting and result in biased estimations when applied to longitudinal data, as they disregard the time dependencies between covariates.

**Notes.** IV-based estimators working in a static setting are not compared in our experiments since these methods assume a known IV explicitly included in the dataset, but in our problem setting, the IV is not measured. Some well-known double-robust models are used for comparison, but the experimental results show that these models produce a huge deviation in the longitudinal data, so we will not report them in the main text and provide the results in the supplement. We also note that there are some models that estimate causal effects over time, including Standard Marginal Structural Models (Robins, Hernan, and Brumback 2000; Hernán, Brumback, and Robins 2001), Recurrent Marginal Structural Networks (Lim, Alaa, and Schaar 2018) and Time Series Deconfounder (Bica, Alaa et al. 2020). However, these
models are completely different from the tasks we focus on, so they cannot be compared as discussed in our related work. They produce predictions of potential outcomes, but our TIFM method focuses on the estimation of causal effects for each time-step.

Evaluation Criterion For evaluating the performance of TIFM and the comparison models, we use the absolute error \( |\hat{\beta} - \beta| \) as the metric, where \( \hat{\beta} \) is the estimated results and \( \beta \) is the ground truth.

Implementation Details The implementations of comparison models are from the Python package econml (Battocchi, Dillon et al. 2019). We use TensorFlow (Abadi, Agarwal et al. 2016) to implement our proposed TIFM method.

Performance Evaluation The absolute errors across all estimators on 30 synthetic datasets are visualised in Fig. 3. From Fig. 3, we have that the proposed TIFM method achieves the lowest absolute error compared with other methods. Although the comparison methods can adjust for covariates to enable unbiased causal inference in a static setting, they still struggle to handle latent confounders and time-dependent onfounders, resulting in some large estimation errors.

Our proposed TIFM method learns a suitable substitute for time-dependent IV from history data, followed by using an IV-based estimator to estimate causal effects at each time-step. By doing so, our TIFM effectively addresses bias arising from time dependence, while the IV estimator employed by TIFM tackles bias from time-dependent confounders and latent confounders. As a result, our TIFM method consistently outperforms the others, especially beyond the fifth time-step.

Please note that additional comprehensive results for various sample sizes and settings of \( p = 3 \) are provided in the supplement. The success of our proposed TIFM method in achieving lower absolute errors demonstrates its superior performance in handling complex confounding factors and time dependencies.

Sensitivity Analysis

In this section, we conduct a sensitivity analysis on the parameter \( p \) (time dependencies), exploring its impact on the performance of our proposed TIFM. Due to page limitations, we maintain a fixed sample size of 5k while varying the value of \( p \) to compare the baseline\(^3\) with TIFM. For detailed results, please refer to the supplement.

Table 1 presents the comparative results under different time-steps, and we observe no significant changes in the outcomes. Specifically, the baseline model exhibits a considerable absolute error when compared to TIFM. Notably, as we manipulate the value of \( p \), we notice that increasing \( p \) leads to a decline in performance. This trend is consistent with our expectations, as higher values of \( p \) imply increased complexity of time dependence, resulting in deteriorated estimation performance for static models. TIFM is also affected to some extent by changes in \( p \). As \( p \) increases, we observe a slight increase in the absolute error; however, overall, our TIFM continues to demonstrate superior performance compared to the baseline.

\(^3\)The \( \hat{\beta} \) for each time step is calculated without any adjustment.
Table 1: Experimental results for sensitivity analysis on the synthetic datasets with 5k.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$p = 1$ Baseline</td>
<td>0.227±0.000</td>
<td>0.283±0.000</td>
<td>0.251±0.000</td>
<td>0.231±0.000</td>
<td>0.209±0.000</td>
</tr>
<tr>
<td>TIFM</td>
<td>0.173±0.001</td>
<td>0.013±0.001</td>
<td>0.005±0.001</td>
<td>0.001±0.001</td>
<td>0.005±0.001</td>
</tr>
<tr>
<td>$p = 3$ Baseline</td>
<td>0.280±0.000</td>
<td>0.323±0.000</td>
<td>0.335±0.000</td>
<td>0.311±0.000</td>
<td>0.272±0.000</td>
</tr>
<tr>
<td>TIFM</td>
<td>0.287±0.002</td>
<td>0.023±0.001</td>
<td>0.013±0.000</td>
<td>0.031±0.001</td>
<td>0.058±0.002</td>
</tr>
</tbody>
</table>

Fig. 4: The estimated causal effects over time by our proposed TIFM method on the data from the United States.

**Case Study: NCEP-NCAR Reanalysis 1 Dataset**

The dataset used in this study is sourced from the National Centers for Environmental Prediction (NCEP) and the National Center for Atmospheric Research (NCAR). It is a comprehensive global climate dataset widely employed in atmospheric research (Kalnay, Kanamitsu et al. 1996). The dataset encompasses a diverse array of variables, such as precipitation rate (prate), pressure level (pres), air temperature (air), skin temperature (skt), downward short-wave radiation flux (dswrf), clear-sky upward solar flux (csusf), clear-sky downward longwave flux (csdlf), cloud forcing net longwave flux (cfnlf), wind speed (wspd), minimum temperature (tmin), and seasonal categories (season).

For the analysis conducted in this research, we focus on specific regions, namely the United States (403 data points) and Europe (418 data points). Subsequently, we select cfnlf, wspd, and skt as the treatments under investigation, aiming to estimate their respective causal effects on prate (precipitation rate) at each time-step. The total time-steps are set to 120, encompassing monthly intervals from 2013 to 2022.

We apply our TIFM method to the two different regions and present the results for the United States in Fig. 4. The analysis reveals that skin temperature (skt) has the most significant impact on rainfall in the United States. This finding aligns with domain experts’ knowledge, as the diverse climates in the United States make surface temperature a crucial driver of rainfall, especially in areas where high temperatures can trigger strong convective activity (Seeley and Romps 2020).

Fig. 5 displays the results for Europe. In this region, wind speed does not directly cause rainfall; rather, it influences cloud formation and distribution by transporting water vapour. When these clouds contain sufficiently large water droplets, precipitation occurs, leading to rainfall (Haylock, Hofstra et al. 2008; Uppala, Källberg et al. 2005; Zolina, Simmer et al. 2013). The result in Fig. 5 is consistent with the domain knowledge and the result indicates that cloud forcing net longwave flux (cfnlf) has the most significant causal effect on precipitation (prate) in Europe.

Overall, the impact of these three causal factors on rainfall varies across different regions, and their exact magnitude of influence may be influenced by other latent factors, such as topography and vegetation cover, which are challenging to directly measure. However, our proposed TIFM method effectively captures the interactions between these latent factors and historical records. Despite the assumption that historical information serves as a proxy for these latent factors, our experimental results show the applicability of the TIFM method in real-world problems.

**Related Work**

Most prior IV-based methods have primarily concentrated on causal effect estimation from observational data within a static setting (Imbens 2014; Athey, Tibshirani, and Wager 2019; Cheng, Li et al. 2023). There have been relatively fewer methods dealing with longitudinal data. In this study, we delve into methods for estimating causal effects over time while considering the influence of latent time-dependent confounders, by employing time-dependent IV. In this section, we review the work closely relative to our TIFM method, including IV-based methods in static settings, treatment effect estimations over time and time-dependent
IV-based methods for causal effect estimation.

**IV-based methods in static setting.** Instrumental variables are a powerful approach for mitigating the confounding bias arising from latent confounders in causal effect estimation (Hernán and Robins 2006; Imbens 2014). For example, Hartford et al. (Hartford, Lewis et al. 2017) introduced an innovative IV method called DeepIV, which utilises deep ensembles to estimate causal effects in nonlinear scenarios. Athey et al. (Athey, Tibshirani, and Wager 2019) devised an IV method based on random forest regression. Cheng et al. (Cheng, Xu et al. 2023) introduced a novel method which utilises a deep generative model to construct and disentangle the representations of conditional IV and its corresponding conditioning set using observational data. In contrast to these IV-based methods designed for a static setting, our focus centres on the acquisition of a valid time-dependent IV using longitudinal data for the estimation of causal effects over time, particularly in the presence of latent time-dependent confounders.

**Treatment effect estimations over time.** The realm of causal effect estimation over time has seen prominent contributions from the epidemiology community, encompassing techniques such as g-computation, structural nested mean models (SNMM), and marginal structural mean models (MSMM) (Robins 1986, 1997; Robins, Hernan, and Brumback 2000; Robins 2000). These methods commonly resort to logistic or linear regression models for prediction, rendering them ill-suited for addressing intricate time-dependent relationships. Recently, Lim et al. (Lim, Alaa, and Schaer 2018) introduced a novel concept, the recurrent marginal structural networks, to predict the evolution of treatment responses over time. Similarly, Bica et al. (Bica, Alaa et al. 2019) presented a novel solution: the counterfactual recurrent network (CRN), a sequence-to-sequence model. CRN constructs a treatment-invariant representation that empowers the prediction of counterfactual scenarios. Moreover, Bica et al. (Bica, Alaa et al. 2020) proposed a time series deconfounder (TSD) employing a recurrent neural network (RNN) architecture for multiple treatments causal effect estimation, further expanding the CRN for analysing the complexities of time series data.

Recently, Melnychuk et al. (Melnychuk, Frauen, and Feuerriegel 2022) proposed a novel Causal Transformer model (CT) for estimating counterfactual outcomes from observational data, particularly suited for capturing complex, long-range dependencies among time-varying confounders. Sun et al. (Sun, Zhang et al. 2023) proposed Causal Trajectory Prediction (CTP) model for predicting non-communicable disease progression combines trajectory prediction with causal discovery, enhancing interpretability and aiding clinical decision-making by estimating treatment effect bounds. Cao et al. (Cao, Enouen et al. 2023) proposed LipCDE, an innovative approach for estimating individualized treatment effects by leveraging Lipschitz regularization and neural controlled differential equations to model dynamic causal relationships and reduce bias in time series data with latent confounders. Frauen et al. (Frauen et al. 2023) developed DeepACE, an end-to-end deep learning model designed for estimating time-varying average causal effects from observational data, addressing latent confounders. However, these methods are not applicable when there exist latent time-dependent confounders between the single treatment and outcome, as TSD and LipCDE are designed for multiple treatments, while DeepACE and CT assume the absence of latent confounders. Different from these works, TIFM focuses on the latent time-dependent confounder between the single treatment and outcome and is an IV-based causal effect estimator.

**IV-based methods for causal effect estimations over time.** Recently, there have been some works on developing IV-based methods for analysing time-to-event outcomes in the presence of latent time-dependent confounders. For instance, Martinussen et al. (Martinussen, Vansteelandt et al. 2017) developed a novel IV estimator via a semiparametric structural cumulative model in the context of time-to-event outcomes. This seminal contribution takes shape in the form of a structural accelerated failure model tailored for time-event analysis. In a more contemporary stride, Michael et al. (Michael, Cui et al. 2023) delve into the realm of identifying and estimating MSMMMS. They navigate the landscape of time-dependent treatments and introduce the novel concept of time-dependent IV into the mix. Further expanding the frontiers, Cui et al. (Cui et al. 2023) delve into the realm of sufficient conditions for identifying parameters within a marginal structural model using temporal data. Their methodology hinges on the utilisation of time-dependent IV, which is a valuable resource derived from domain knowledge or expertise. Rather than being provided with a pre-existing time-dependent IV, our TIFM aims to learn and generate a substitute of the latent time-dependent IV using history data.

In comparison to the reviewed works, our study focuses on addressing causal effect estimation over time in the presence of latent time-dependent confounders. We achieve this by generating a substitute for the latent time-dependent IV with minimal reliance on domain knowledge. Through our research, we aim to contribute to the advancement of methodologies for addressing the complexities inherent in longitudinal data analysis.

**Conclusion**

In this paper, we propose a novel sequential Time-dependent Instrumental Factor Model (TIFM) designed for learning a substitute of the latent time-dependent IV. This substitution enables accurate estimation of causal effects in longitudinal data, particularly when facing time-dependent latent confounders. We provide theoretical evidence to establish the validity of TIFM in the context of learning the substitute for the latent time-dependent IV from data. Additionally, we devise a LSTM architecture to effectively capture the surrogate of the latent time-dependent IV in practical scenarios. To evaluate the performance of TIFM in causal effect estimation over time while accounting for latent time-dependent confounders, we conduct extensive experiments on synthetic datasets. To further illustrate the applicability of TIFM, we conduct a case study using a real-world climate dataset. The results of this case study underscore the potential of TIFM in real-world applications.
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