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Abstract

When dealing with tabular data, models based on decision trees are a popular choice due to their high accuracy on these data types, their ease of application, and explainability properties. However, when it comes to graph-structured data, it is not clear how to apply them effectively, in a way that incorporates the topological information with the tabular data available on the vertices of the graph. To address this challenge, we introduce TREE-G. TREE-G modifies standard decision trees, by introducing a novel split function that is specialized for graph data. Not only does this split function incorporate the node features and the topological information, but it also uses a novel pointer mechanism that allows split nodes to use information computed in previous splits. Therefore, the split function adapts to the predictive task and the graph at hand. We analyze the theoretical properties of TREE-G and demonstrate its benefits empirically on multiple graph and vertex prediction benchmarks. In these experiments, TREE-G consistently outperforms other tree-based models and often outperforms other graph-learning algorithms such as Graph Neural Networks and Graph Kernels, sometimes by large margins. Moreover, TREE-Gs models and their predictions can be explained and visualized.

1 Introduction

Decision Trees (DTs) are one of the cornerstones of modern data science and are a leading alternative to neural networks, especially in tabular data settings, where DTs often outperform deep learning models (Shwartz-Ziv and Armon 2021; Han et al. 2018; Miah et al. 2021; Grinsztajn, Oyallon, and Varoquaux 2022). DTs are popular with practitioners due to their ease of use, out-of-the-box high performance, and explainability properties. In a large survey conducted by Kaggle\textsuperscript{1} in 2022 with 23,997 data scientists worldwide, 63% of the participants reported using decision trees, Random Forests (RF) or Gradient Boosted Trees (GBT) on a regular basis (Ho 1995; Friedman 2000, 2002).

In this study we investigate whether the merits of DTs can be repeated in tasks that involve graph structured data. Such tasks are found in diverse domains including social studies, molecular biology, drug discovery, and communication (Sperduti and Starita 1997; Gori, Monfardini, and Scarselli 2005).

The ability to perform regression and classification on graphs is important in these domains and others, which explains the ongoing efforts to develop machine learning algorithms for graphs (Li et al. 2017; Hamilton, Ying, and Leskovec 2017; Duvenaud et al. 2015; Defferrard, Bresson, and Vandergheynst 2016; Barrett et al. 2018; Ganea et al. 2021; Rossi et al. 2020; Ingraham et al. 2019). Graph data often exhibits characteristics similar to those of tabular data. For instance, in a social network, vertices represent individuals with associated features such as age, marital status, and education. Given the efficacy of DTs with tabular data, one might wonder if this success can be translated to graph-related tasks. However, adapting DTs to integrate both the graph structure and vertex attributes remains a challenge. To address this gap, we present a novel and efficient technique, named TREE-G, to apply DTs to graphs.

DTs split the input space by comparing feature values to thresholds. When operating on graphs, these split decisions should incorporate the features on the vertices of the graph as well as its topological structure.\textsuperscript{2} Moreover, these decisions should be applicable to graphs of varying sizes and satisfy the appropriate invariance and equivariance properties with respect to vertex ordering. Current methods achieve these goals using ‘feature engineering’, a process in which the “raw features” are augmented with computed features using pre-defined functions that may use the graph structure. These features, which are computed before the evaluation (or training) of the DT, use domain knowledge, or graph theoretic measures (Barnett et al. 2016; de Lara and Pineau 2018). However, these approaches are labor intensive, require domain knowledge, and may fail to capture interactions between vertex features and graph structure. We show this formally in Lemma 4.3 where a pair of non-isomorphic graphs over 4 vertices and 2 features are shown to be inseparable by standard tree methods.

TREE-G enhances standard decision trees by introducing a novel split function, specialized for graph data which is dynamically evaluated while the DT is applied to a graph. It supports both directed and undirected graphs of arbitrary sizes and can be used for classification, regression, and other prediction tasks on entire graphs or on the vertices and edges of these graphs. It preserves the standard decision trees frame-
work and thus can be used in any ensemble method, for instance, as a weak learner in GBT. Indeed, we show in an extensive empirical evaluation that TREE-G with GBT generates models that are superior to other tree-based methods. Furthermore, it often outperforms Graph Neural Networks (GNNs), the leading deep-learning method for learning over graphs. In some cases, the difference in performance between TREE-G and the other methods reaches ~ 6.4 percentage points.

A key idea in TREE-G is that split functions in the tree should be able to focus on a subset of the nodes in the graph to identify relevant substructures. For example, in the task of gauging the tendency of a molecule to increase genetic mutation frequency this should allow models to identify substructures such as carbon rings (cycles), that are known to be mutagenic (Debnath et al. 1991). When task-related substructures are known beforehand, one can compute task-specific features based on them. However, when there’s a need to learn these substructures, finding a method that is computationally efficient and consistent across different graphs remains a challenge. TREE-G addresses this challenge by a novel mechanism to dynamically generate candidate subsets of vertices at each split-node as the graph traverses the tree. These subsets can be used in split functions of downstream split-nodes combined with the vertex features and the topology of the graph. Ablation studies we performed confirmed that this ability is a key ingredient of the empirical superiority of TREE-G over other models. As we prove later, TREE-G is more expressive than standard decision trees that only act on the input features, even if some topological features which are computed in advance are added as input features.

The main contributions of this work are: (1) We present TREE-G, a novel decision tree model specialized for graph data. (2) We empirically show that TREE-G based ensembles outperform existing tree-based methods and graph kernels. Furthermore, TREE-G is very competitive with GNNs and often outperforms them. (3) We provide theoretical results that highlight the properties and expressive power of TREE-G. In addition, we introduce an explainability mechanism for TREE-G.

2 Related Work

Machine Learning on Graphs Many methods for learning on graphs were proposed. In Graph Kernels, a predefined embedding is used to represent graphs in a vector space to which cosine similarities are applied (Gärtner, Flach, and Wrobel 2003; Shervashidze et al. 2011, 2009). A more recent line of work utilizes deep-learning approaches: GNNs learn a representation vector for each vertex of a given graph using an iterative neighborhood aggregation process. These representations are used in downstream tasks (Gori, Monfardini, and Scarselli 2005; Gilmer et al. 2017a; Ying et al. 2018). See Wu et al. (2020); Nikolentzos, Siglidis, and Vaziriannis (2021) for recent surveys.

DTs for Graph Learning Several approaches have been introduced to allow DTs to operate on graphs (Barnett et al. 2016; de Lara and Pineau 2018; Heaton 2016; He et al. 2017; Lei and Fang 2019; Wu et al. 2018; Li and Tu 2019). These approaches combine domain-specific feature engineering with graph-theoretic features. Other approaches combine GNNs with DTs in various ways and have mostly been designed for specific problems (Li et al. 2019). For example, XGraphBoost was used for a drug discovery task (Deng et al. 2021; Stokes et al. 2020). It uses GNNs to embed the graph into a vector and applies GBT (Friedman 2000, 2002) to make predictions using this vector representation. A similar method has been used for link prediction between human phenotypes and genes (Patel and Guo 2021). The recently proposed BGNN model predicts vertex attributes by alternating between training GBT and GNNs (Ivanov and Prokhorenkova 2021). Thus, existing solutions either combine deep-learning components or focus on specific domains utilizing domain expertise.

TREE-G, detailed in the subsequent section, offers a ‘pure’ and generic DT solution tailored for graph-based tasks. It eliminates the need for domain knowledge or neural networks, yet remains competitive with these approaches. It is inspired by Set-Trees (Hirsch and Gilad-Bachrach 2021) where DTs were extended to operate on data that had a set structure by introducing an attention mechanism. Sets can be viewed as graphs with no edges. However, note that since Set-Trees are designed to work on sets, they do not accommodate the topological structure of graphs nor handle the diverse types of tasks that graph data gives rise to such as vertex or link labeling.

3 TREE-G

In this section we introduce the TREE-G model.

3.1 Preliminaries

A graph $G$ is defined by a set of vertices $V$ of size $n$ and an adjacency matrix $A$ of size $n \times n$ that can be symmetric or a-symmetric. The entry $A_{ij}$ indicates an edge from vertex $j$ to vertex $i$. Each vertex is associated with a vector of $l$ real-valued features, and we denote the stacked matrix of feature vectors over all the vertices by $X$. We denote the $k$'th column of this matrix by $x_k$; i.e., entry $i$ in $x_k$ holds the value of the $k$'th feature of vertex $i$. The $i$'th entry of a vector $x$ is denoted by $x_i$ or $(x)_i$. Recall that $(A^d)_{ij}$ is the number of walks of length $d$ between vertex $j$ to vertex $i$. We focus on two tasks: graph labeling and vertex labeling (each includes both classification and regression). In the former, the goal is to assign a label to the entire graph while in the latter, the goal is to assign a label to individual vertices. In vertex labeling tasks, TREE-G takes in a graph along with one of its vertices and predicts the label of that vertex. In contrast, for graph labeling tasks, TREE-G is fed with a graph and predicts the label for the entire graph. Given the variety of graph tasks, TREE-G comes in multiple variants. It’s important to note that trees are also considered graphs. To prevent any confusion, we use terms like root, node, split-node, leaf to refer to decision tree nodes, and vertex, vertices for graph vertices.

[3] Predicting properties of edges, can be performed using the dual line graph as described in the Appendix.
Algorithm 1: Infer TREE-G

Data: A: adjacency matrix, X: node features matrix, i: node index for inference in the case of vertex labeling task, N: a TREE-G node with stored parameters $k_N, d_N, r_N, \rho_N, r_N, \theta_N$ and AGG in the case of graph labeling tasks

Result: label $y$

Function $\text{InferVertex}(N, A, X, i)$:

- if $N$ is a leaf node then
  - return the label stored in $N$
- Evaluate $\phi = \phi_{k_N, d_N, r_N, \rho_N, r_N}(A, X, i)$
- if $\phi > \theta_N$ then
  - return $\text{InferVertex}(N_{ge}, A, X, i)$ where $N_{ge}$ is a child of $N$
- else
  - return $\text{InferVertex}(N_{eq}, A, X, i)$ where $N_{eq}$ is a child of $N$

Function $\text{InferGraph}(N, G)$:

- if $N$ is a leaf node then
  - return the label stored in $N$
- Evaluate $\phi = \phi_{k_N, d_N, r_N, \rho_N, r_N, \text{AGG}}(A, X)$
- if $\phi > \theta_N$ then
  - return $\text{InferGraph}(N_{ge}, G)$ where $N_{ge}$ is a child of $N$
- else
  - return $\text{InferGraph}(N_{eq}, A, X)$ where $N_{eq}$ is a child of $N$

$y_{vertex} \leftarrow \text{InferVertex}(N_{Root}, A, X, i)$

$y_{graph} \leftarrow \text{InferGraph}(N_{Root}, A, X)$

3.2 A Split Function Specialized for Graphs

For the sake of clarity, we begin by highlighting the parts of the standard DTs framework TREE-G modifies. During the inference phase in standard DTs, a vector example $x$ traverses the tree until a leaf is reached and the value stored in the leaf is reported. At each split-node, the $k$th feature of $x$ is compared against a threshold, $x_k > \theta$. During training, the goal is to select in each split-node, the optimal feature index $k$ and threshold value $\theta$, with respect to some optimization criterion, e.g., Gini score or the $\ell_2$-loss. Training is conducted greedily by converting a leaf into a decision node with two new leaves to optimize the criterion.

TREE-G preserves the same framework, but instead of using a single feature that will be compared to a threshold as a split function, a more elaborate function $\phi$ is used to integrate vertex features with graph structure. All other parts of the decision trees framework are preserved, including the greedy training process. Hence, it can be embedded in ensemble methods, such as Random Forests or Gradient Boosted Trees as well as be limited to a certain size either by limiting its depth during training or by using pruning.

The split function used in TREE-G incorporates the vertex features, adjacency matrix, and a subset of the vertices of the graph. It is parameterized by 5 parameters $k, d, r, r$ and $\rho$ for vertex labeling tasks, and an additional parameter AGG.

In our experiments, we used GBT with TREE-G estimators for graph labeling tasks, as explained in detail in Section 3.2 and Section 3.5. Overall, while the binary rule in standard trees is of the form $\phi_k(x) > \theta$, the binary rule in TREE-G is of the form $\phi_{k, d, r, \rho}(X, A, i) > \theta$ for vertex labeling tasks and $\phi_{k, d, r, \rho}(X, A) > \theta$ for graph labeling tasks. Here $X$ is a matrix of the stacked vertex feature vectors, $A$ is an adjacency matrix, and $i$ is an index of a vertex in the graph. Algorithm 1 presents the pseudo-code for the inference process in TREE-G. Notice that it only differs from the standard DT inference procedure in the split function $\phi$ that is computed and compared against the threshold during the traversal of the tree.

For the rest of this paper, we will focus only on the novel split function $\phi_{k, d, r, \rho}$ TREE-G introduces, and how it enables learning effective decision trees for graph and vertex predictive tasks. For the sake of clarity, we first focus on vertex labeling, and explain graph labeling in Section 3.5.

**TREE-G for Vertex Labeling**

We begin with the assumption of a trained tree and demonstrate its use during the inference phase. Training details are provided in Section 3.4. In vertex labeling, a vertex $i$ is given for inference, together with its graph $G$ and vertices’ feature matrix $X$. The split function applied to the input in TREE-G is based on a feature, say $f_k$, propagated through walks of length $d$ over parts of the graph. For example, for some vertex $i$ in a graph, the question asked by the split function may be: is the sum of the $k$th feature, limited to the neighbors of the vertex $i$, greater than $\theta$? Moreover, the decision can use information only from vertices that satisfy additional constraints but we begin the exposition without such constraints and defer this discussion to later.

Splits are based on propagation of feature values over walks in the graph that are computed by the function $A^d f_k$. Here, the parameters $d$ and $k$ are used to define the propagation of the $k$th feature through walks of length $d$ in the graph. When $d = 0$ the graph structure is ignored since $A^0 f_k = f_k$. However, when $d = 1$ for example, the $i$th entry in $A^1 f_k$ is the sum of the values of the $k$th feature over the neighbors of the $i$th vertex. In directed graphs it may be useful to consider walks in the opposite direction by taking powers of $A^T$. Note also that if $f_0$ is the constant feature 1, then $(A^d f_0)_i$ is the number of walks of length $d$ that end in vertex $i$.

Next, we introduce a way to further restrict the walks used for feature propagation. We would like to adapt the values of $A^d f_k$ to focus on a subset of the vertices $S$. Hence, the split function can use a graph’s substructure rather than its entirety. We present intuitive and computationally efficient methods below for this purpose.$^3$

1. **Source Walks**: Only consider walks starting in the vertices in $S$.

2. **Cycle Walks**: Only consider walks starting and ending in the same vertex in $S$.

These restrictions can be implemented by zeroing out parts of the walks matrix $A^d$ before propagating the feature values $f_k$ through it. For source walks, zero out the $j$th column in $A^d$.

$^3$This selection allows computing only once the powers of the adjacency matrix, as a pre-processing step. See more in the Appendix.
for each vertex \( j \notin S \). For cycle walks, zero out all \( A^d \) except for the \( j^{th} \) value on the main diagonal, for each vertex \( j \in S \). Hence, we define a mask matrix that corresponds to one of the two options described above (i.e., source or cycle walks), and denote it by \( M_r(S), r \in \{1, 2\} \). The parameter \( r \) indicates the type of walk restrictions, where \( r = 1 \) indicates source walks and \( r = 2 \) indicates cycle walks. We apply \( M_r(S) \) to \( A^d \) using an element-wise multiplication denoted by \( \odot \).

The key challenge is to design a policy to select the set \( S \). Clearly, we cannot add \( S \) as a feature that the DT enumerates over, since there are exponentially many and their definition would not generalize across different graphs. Our main insight involves determining the subset \( S \) only after receiving the graph \( G \). To achieve that, we utilize ancestor split-nodes to create candidate subsets of vertices to choose from. To that end, in each split-node in TREE-G two actions are performed: (1) the split function is applied to the example to determine to which child it should continue, and (2) the split-node generates two subsets of the vertices of the given graph. We denote the two generated subsets at a split-node \( u \) to be \( S_{u,+} \) and \( S_{u,-} \). For clarity, we’ll first present the full expression for the split function \( \phi \) and defer the detailed definitions of these subsets to Section 3.3.

Every split-node in the tree uses one of the subsets generated by its ancestors in the tree. In a node \( u \), the parameter \( *_u \) points to the ancestor and the parameter \( \rho_u \in \{+,-\} \) indicates if the chosen subset is \( S_{u,+} \) or \( S_{u,-} \). Therefore, the subset \( S_{u,\rho_u} \) to be used in node \( u \) is well-defined when \( u \) has to evaluate the input graph \( G \) since all its ancestor nodes have already been evaluated. Notice that \( S_{u,\rho_u} \) is graph dependent, and therefore translates to different subsets for different graphs. To allow a split-node to focus on the entire graph we use the convention that if \( *_u = u \) then \( S_{u,\rho_u} = V \), regardless of the value of \( \rho_u \). Since the root node has no ancestors, the root node always points to itself and therefore uses all the vertices as a subset.

Finally, given a vertex example \( i \), the adjacency matrix \( A \), and the stacked feature vectors of the graph’s vertices \( X \), the split function TREE-G computes as defined by follows:

\[
\phi_{k,d,\ast,\rho,\tau}(A, X, i) = \left( (A^d \odot M_r(S_{u,\rho})) f_k \right)_i
\]

Then, the binary decision at a split-node will be given by the binary rule:

\[
\phi_{k,d,\ast,\rho,\tau}(A, X, i) > \theta
\]

Figure 1 presents one TREE-G tree in the ensemble of trees learned in the evaluation presented in Section 5, on the Mutag dataset. Each split-node in the tree shows the split function used in that split-node. The dashed arrows in each split-node represent the value of the \( * \) parameter and point to an ancestor in the path to the root where the used subset is taken from. The value of the \( \rho \) parameter appears on each arrow, and it indicates which of the two generated subsets in that ancestor should be used.

### 3.3 Subsets Generation

As mentioned above, each split-node \( u \) generates two subsets of the vertices \( S_{u,+} \) and \( S_{u,-} \), which may be consumed by its descendant split-nodes in the tree. Recall that a split function in \( u \) uses the parameters \( k_u, d_u, *_{u,\rho}, \tau_{u,\rho} \) and a threshold \( \theta_u \). Informally speaking \( S_{u,+} \) are the vertices that increase the value of \( \phi = \phi_{k_u, d_u, *_{u,\rho}, \tau_{u,\rho}} \) to be greater than \( \theta_u \) while \( S_{u,-} \) are the vertices that decrease \( \phi \) to be smaller than \( \theta_u \). Formally speaking, the node \( u \) already uses a subset of the vertices \( S_{u,\rho_u} \). Then, the generated subset \( S_{u,\rho_u} \) contains the vertices \( S_{u,\rho_u} \) that satisfy the criterion in Eq. 2 with the selected parameters and threshold. Similarly, the generated subset \( S_{u,-} \) is the vertices among \( S_{u,\rho_u} \) that do not satisfy the criterion. That it:

\[
S_{u,+} = \{ j \mid \phi(A, X, j) > \theta_u, \quad j \in S_{u,\rho_u} \}
\]

\[
S_{u,-} = \{ j \mid \phi(A, X, j) \leq \theta_u, \quad j \in S_{u,\rho_u} \}
\]

where \( \phi = \phi_{k_u, d_u, *_{u,\rho}, \tau_{u,\rho}} \). In particular, it holds that \( S_{u,+} \cap S_{u,-} = \emptyset \) and \( S_{u,+} \cup S_{u,-} = S_{u,\rho_u} \). Notice that subsets are generated separately for every different graph, however, they are generated from the same rule. Moreover, the definition of subsets is invariant to isomorphism and it does not assume a graph size, which allows TREE-G to be applied to graphs of varying sizes including sizes that were not seen during training. Notice that in vertex-labeling tasks, each split-node splits the vertices that arrive at it into two sets, one that would proceed left and the other would proceed right when traversing the tree. At the same time, it also splits the vertices of its used subsets into two sets \( S_{+,\rho} \) and \( S_{-,\rho} \). Since the vertices that arrive at a node are not necessarily the vertices composing its used subset, it is also true that \( S_{+,\rho} \) and \( S_{-,\rho} \) do not necessarily correspond with the vertices that traverse left and right.

Figure 2 demonstrates how the same trained TREE-G instance is applied to two graphs of different sizes during inference. Each split-node uses one subset among the subsets generated in its ancestor nodes, and the set of all vertices \( S \). The subset to use in each split-node is uniquely defined by a pointer \( * \) that points to the ancestor where the subset is generated (marked by dashed lines), and \( \rho \in \{+,-\} \) that indicates which of the two subsets generated in that ancestor is used.
should be used. Each split-node generates two subsets, by splitting its used subset. The subsets are computed using the same rules but translated to different subsets with respect to the given graphs. Since node $u$ is the root, it points to itself and uses the set $S$ of all vertices of the graph. It generates two subsets $S_{u, +}, S_{u, -}$ by partitioning $V$. For both graph examples, the same function is applied to generate $S_{u, +}, S_{u, -}$, but it results in different subsets that correspond to the given graphs. Split-node $v$ points to its ancestor $u$ with $\rho_v = -$, therefore $S_{v, \rho_v} = S_{u, -}$. It generates two subsets by partitioning its used subset $S_{u, +}$ into two new subsets: $S_{v, +}$ and $S_{v, -}$. Node $w$ also points to its ancestor $u$, with $\rho_w = +$. Therefore it uses the subset $S_{u, +}$, and generated two subsets by splitting it. For the sake of clarity in this figure, we provide the generic split function. Our goal in this figure is to show the general mechanism and how the same instance is applied to different graphs. We provide a detailed example of the split functions that produce these subsets, as well as an example of a trained TREE-G over a real-world dataset, in the Appendix.

Lemma 4.3 shows the theoretical merits of a split function that can focus on subsets. Specifically, it demonstrates that without this mechanism there exist graphs with merely 4 vertices that are indistinguishable.

The selected subsets can also be used to explain the decisions a TREE-G makes by noting that vertices that appear more often in the used subsets are likely to have a larger influence on the prediction. Therefore, it is possible to visualize these vertices as an explainability aid. Due to space limitations, this is discussed and demonstrated at length only in the Appendix.

### 3.4 Training TREE-Gs

As TREE-G preserves most of the standard DTs framework, training it uses the same greedy process as standard DTs. First, an optimization criterion is selected, for example, the Gini score or the $L_2$-loss. For each leaf, a grid search is used to find the parameters that will reduce the score the most if the leaf was to become a split-node and the potential score reduction is recorded. The leaf that creates the largest score reduction is selected and is converted into a split-node using the optimal parameters that were found. This process repeats until a stop criterion is satisfied. Popular criteria include bounds on the size of the tree, bounds on the number of training examples that reach each leaf, or bounds on the loss reduction. The pseudo-code for the training procedure of TREE-G is given in Algorithm 2. Note that the only difference between the training process of TREE-G and the training process of standard DTs is in the grid search for the optimal split parameters where TREE-G tunes additional parameters according to the special split function it uses. This induces a penalty in terms of running time that can be controlled (see Section 4). For example, it helps to bound the possible values of $d$. Bounding the search space for the pointer $\ast$ can also improve efficiency. In particular, it is possible to limit every split-node to consider only pointers to ancestors at a limited distance $a$ from it. Empirically, we discovered that bounding $d \leq 2$ and $a \leq 2$ is sufficient to achieve high performance without incurring a significant penalty.
Algorithm 2: Train TREE-G

Data: $D$: training dataset of labeled graphs or labeled nodes.
Result: Root of a trained TREE-G $T$

Pre-Defined: Optimization criterion (e.g., Gini score or the $L_2$ loss), stop conditions (e.g., minimal gain, maximal depth, minimal examples in leaf), label computation rule (e.g., majority vote or average of labels)

Function TrainTREE-G($D$):

$root \leftarrow \text{CreateLeaf}(D)$

while No stop condition is met do

$N \leftarrow \text{leaf with maximal potential gain with respect to the pre-defined optimization criterion}$

$\text{SplitLeaf}(N)$

return $root$

Function CreateLeaf($D$):

Create a node $N$
Compute the label using the label computation rule and store it in $N$
Store the examples $D$ in $N$ as $D_N$
return $N$

Function SplitLeaf($N$):

Select the best split parameters $k, d, \ast, r, \rho$, threshold $\theta$ and AGG in the case of graph labeling, with respect to the pre-defined optimization criterion

For each different graph in $D_N$ generate two subsets of the vertices of $G$, $S_{\ast}, S_\ast$ using the chosen parameters of $N$, following Equation 3, and store in $N$.

Split the examples $D_N$ into two disjoint subsets $D_1$ and $D_2$ by applying the split function to each example in $D_N$, and comparing to the threshold: $\phi_k d, \ast, r, \rho > \theta$ for vertex labeling or $\phi_k d, \ast, r, \rho > \text{AGG}$ for graph labeling

Create two child leafs for $N$:

CreateLeaf($D_1$)
CreateLeaf($D_2$)

return the split-node $N$

$T \leftarrow \text{TrainTREE-G}(D)$

In the description above we described the way a single TREE-G is learned and used. Multiple TREE-Gs can be used to form ensembles using Gradient Boosted Trees (Friedman 2001), Random Forests (Ho 1995), or any other ensemble learning method.

3.5 TREE-G for Graph Labeling

So far we have discussed TREE-G in the context of vertex labeling tasks. We now shift to graph labeling tasks in which a graph is given and its label needs to be predicted. While the general structure of TREE-G is preserved, some modifications are required.

In graph labeling tasks, only the adjacency matrix $A$ and the matrix of stacked feature vectors $X$ are given. Since there is no target vertex, instead of taking some entry of the vector $(A^d \circ M_r (S, \rho)) f_k$ to compare against a threshold, the split function aggregates all its entries to produce a scalar. This aggregation should be permutation-invariant to be stable under graph isomorphism. We use one of $\text{sum, mean, min, max}$ for this purpose. The selected aggregation function is specified as another parameter, AGG, to the split function $\phi$. Hence, the split function used in graph labeling tasks is defined as follows:

$$\phi_{k,d,\ast,\rho,r,\text{AGG}}(A, X) = \text{AGG} \left( (A^d \circ M_r (S, \rho)) f_k \right)$$

In addition, for graph labeling tasks, two additional walk types are used:

3. Target Walks: Only consider walks ending in the vertices in $S$.
4. Target-Source Walks: Only consider walks starting and ending in vertices of $S$.

Therefore the parameter $r$ can take a value of 3 for target walks or 4 for target-source walks. Similarly to types 1 and 2, it can be implemented by masking some entries of the matrix $A^d$ given a subset of the vertices $S$. For target walks, zero out the rows of $A^d$ corresponding to vertices not in $S$. For target-source walks, zero out the rows and columns of $A^d$ corresponding to vertices not in $S$. In the Appendix we empirically show that the four walk types are not superfluous. Notice that target masking (including target-source) is not useful and leads to redundant computation in the vertex labeling setting since in this setting only the $i$th coordinate of the vector $(A^d \circ M_r (S, \rho)) f_k$ is used when making predictions for the $i$th vertex. However, in the graph labeling, predictions are made for the entire graph and use the entire vector.

Masking types that include zeroing out rows, eventually zero out entries in the vector $(A^d \circ M_r (S, \rho)) f_k$. As in graph labeling tasks this vector is aggregated, zeros may affect the results of some aggregations e.g. min. Therefore, in the case of target, target-source and cycle walks, the aggregation is only performed on the entries that are in the selected subset $S_{\ast, r}$, i.e., $\text{AGG} \left( (A^d \circ M_r (S, \rho)) f_k \right)_{S_{\ast, r}}$

As in the vertex labeling setting, after the graph is introduced to a split-node, two subsets of the vertices are generated to be used by the descendant split-nodes in the tree, using the same definitions as in vertex labeling. In particular, the chosen aggregation is not part of the subsets generation mechanism. An exception is made when the selected aggregation function in the split-node is $\text{sum}$, in which case the subsets are defined with respect to a scaled threshold $\theta/|S_{\ast, r}|$ instead of $\theta$. This is because in this case any value that is greater than this scaled threshold contributes to $\phi$ towards passing the threshold.

4 Theoretical Properties of TREE-G

In this section we discuss some theoretical properties of TREE-G, including its computational complexity. Due to space limitations proofs are deferred to the Appendix. We first consider the invariance properties of TREE-G. Recall that a graph is described by its features $f_1, f_2, \ldots, f_l$ and adjacency matrix $A$. If we apply a permutation $\pi$ to the vertices, with the corresponding permutation matrix $P = P_\pi$, we obtain a new adjacency matrix $PAP^T$ and features $Pf_k$. Clearly, we would like a model that acts on graphs to provide the same output for
the original and permuted graphs. In graph labeling tasks this means we would like the output of TREE-G to be invariant to \( P \). In the case of vertex labeling, we expect equivariance such that if the graph is permuted with \( P \) then the prediction for the vertex \( \pi(i) \) would be the same as the prediction for the vertex \( i \) in the original graph (Gilmer et al. 2017b). The next lemma shows that this is the case for TREE-G.

**Lemma 4.1.** TREE-G is invariant to permutations for graph labeling and equivariant for vertex labeling.

Next, we discuss the computational complexity of TREE-G. The main computational challenge in training decision trees is finding the optimal parameters for the split function. The cost of this operation is proportional to the number of features to consider. This is also the case in TREE-G

**Lemma 4.2.** The running time of searching for the optimal split function parameters in TREE-G is linear in: the number of features, the maximal walk length, and the maximal number of considered pointed ancestors.

Next, we present results on the expressive power of TREE-G. As mentioned above, the advantage of TREE-G lies in its ability to focus on subsets. We prove that TREE-G is strictly more expressive than a limited version of it where subsets are not used (equivalently, the used subset is always \( V \)).

**Lemma 4.3.** There exist graphs that are separable by TREE-G, but are inseparable if TREE-G is limited to not use subsets.

Notice that standard decision trees that only use the input features in split-nodes are a special case of such limited TREE-G, where additionally the propagation depth is limited to 0. Therefore, an immediate conclusion is that TREE-G is strictly more expressive than these standard trees.

Finally, the following lemma shows that TREE-G can express classification rules that GNNs cannot.

**Lemma 4.4.** There exist graphs that cannot be separated by GNNs but can be separated by TREE-G.

The Lemma shows that there exist two graphs such that any GNN will assign both graphs with the same label, whereas there exists a TREE-G that will assign a different label to each graph. Since the expressive power of GNNs is bounded by the expressive power of the 1-WL test (Xu et al. 2019; Garg, Jegelka, and Jaakkola 2020) we conclude that the expressive power of TREE-G is not bounded by the 1-WL test.

## 5 Empirical Evaluation

We conducted experiments using TREE-G on graph and vertex labeling benchmarks and compared its performance to popular GNNs, graph kernels, and other tree-based methods.\(^6\)

### 5.1 Datasets

**Graph Prediction Tasks:** We used nine graph classification benchmarks from TUDatasets (Morris et al. 2020), and one large-scale dataset from the Open Graph Benchmark (Hu et al. 2020). \( IM Db-B \) & \( IM Db-M \) (Yanardag and Vishwanathan 2015) are movie collaboration datasets, where each graph is labeled with a genre. \( Mutagenicity \& PTC \) (Shervashidze et al. 2011; Kriege and Mutzel 2012; Riesen and Bunke 2008) are datasets of chemical compounds. In each dataset, the goal is to classify compounds according to some property of interest. \( molHIV \) (Hu et al. 2020) is a large-scale dataset of molecules that may inhibit HIV.

**Node Prediction Tasks:** We used the three citation graphs tasks \( Cora, Citeseer \& Pubmed \) from Planetoid (Yang, Cohen, and Salakhutdinov 2016). Arxiv is a large scale citation network related task of Computer Science arXiv papers (Hu et al. 2020).

**Cornell, Actor \& County** are heterophilic datasets where \( Cornell \) and Actor (Pei et al. 2020) are web links networks with the task of classifying nodes to one of five categories whereas the \( County \) dataset (Jia and Benson 2020) contains a regression task of predicting unemployment rates based on county-level election map network.

More details on all datasets are given in the Appendix.

### 5.2 Baselines and Protocols

We compared TREE-G as a weak-learner in GBT to the following popular GNNs and graph-kernels: Graph Convolution Network (GCN) (Kipf and Welling 2017), Graph Isomorphism Network (GIN) (Xu et al. 2019), Graph Attention Network (GAT) (Veličković et al. 2018) and its newer version GATv2 (Brody, Alon, and Yahav 2022), GraphSAGE (Hamilton, Ying, and Leskovec 2018), Weisfeiler-Lehman Graph kernels (WL) (Shervashidze et al. 2011) and a Random-Walk kernels (RW) (Gärtner, Flach, and Wrobel 2003). We also compared to two methods combining GNNs and DTs: BGNN (Ivanov and Prokhorenkova 2021) and XGraphBoost (Deng et al. 2021). Additionally, we report two ablations of TREE-G where we do not use the topology of the graph and disable the subsets mechanism. This is done by limiting the propagation depth to 0 and/or the distance of the ancestors from which to consider subsets from, to 0. In TREE-G \( (a = 0) \) we always use the whole graph as the selected subset, which is equivalent to not using subsets. In TREE-G \( (d = 0, a = 0) \) we do not use the topology of the graph (i.e. we always use \( A^0 \)) and we always use the entire graph as the selected subset. Notice TREE-G \( (d = 0, a = 0) \) is equivalent to standard trees that only act on the input features.

For graph prediction tasks we report the average accuracy and std of a 10-fold nested cross-validation, except for the molHIV dataset for which we use official pre-defined splits provided in Hu et al. (2020) and the metric is AUC. For the node prediction tasks we report average accuracy and std using the pre-defined splits provided in the data, except for the county dataset, which is a regression task, and hence we use RMSE instead of accuracy. More details on the evaluation protocol including the tuned hyper-parameters for each algorithm are provided in the Appendix.

### 5.3 Results

The results are summarized in Tables 1, 2 & 3. TREE-G outperformed all other tree-based approaches (XGraphBoost, BGNN, TREE-G \( (a = 0) \), on all 17 tasks. It outperformed graph kernels in 9 out of the 10 graph classification tasks.
We show that the selected subsets can be used to explain the predictions made by TREE-G. This explanation mechanism ranks the vertices of the graph according to their presence in selected subsets and thus highlights the parts of the graph that contribute the most to the prediction. As is the case in most tree methods, TREE-G does not combine multiple features in the splits, which makes them more interpretable and less prone to overfitting.

Let $G$ be a graph that we want to classify using a decision tree $T$. The key idea in the construction of our importance mechanism is that a "pure" decision tree method, when tailored for classification tasks, TREE-G outperformed GNNs in 7 out of these 10 tasks. Specifically, TREE-G improved upon GNN approaches by a margin greater than 6.4 percentage points on the IMDb-M dataset and a margin greater than 4.9 and 2.4 percentage points on Mutag and Proteins datasets, respectively. On the vertex labeling tasks, TREE-G outperformed GNNs in 4 out of the 7 tasks and was on par with the leading GNN approach in every task. Note that TREE-G always outperformed TREE-G ($a = 0$), which indicates that the use of subsets leads to improved performance. Consequently, these results demonstrate that a "pure" decision tree method, when tailored for graphs, can rival popular GNNs and graph kernels, potentially even surpassing them.

### 6 Explaining TREE-G Outputs

In this section, we formalize the explanation mechanism of TREE-G. We show that the selected subsets can be used to explain the predictions made by TREE-G. This explanation mechanism ranks the vertices and edges of the graph according to their presence in chosen subsets and thus highlights the parts of the graph that contribute the most to the prediction. Following (Hirsch and Gilad-Bachrach 2021), the explanation mechanism ranks the vertices of the graph according to their presence in selected subsets and thus highlights the parts of the graph that contribute the most to the prediction.

### Table 1: Empirical comparison of graph classification tasks. For all the datasets the accuracy and std are reported. The best score is highlighted in bold.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Cora</th>
<th>Citeseer</th>
<th>Pubmed</th>
<th>Arxiv</th>
<th>Cornell</th>
<th>Actor</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGraphBoost</td>
<td>60.5 ± 3.0</td>
<td>50.5 ± 3.4</td>
<td>61.9 ± 2.2</td>
<td>65.8 ± 1.9</td>
<td>62.1 ± 0.3</td>
<td>27.2 ± 1.4</td>
<td>3.0 ± 0.5</td>
</tr>
<tr>
<td>BGNN</td>
<td>71.2 ± 5.0</td>
<td>69.1 ± 3.9</td>
<td>59.9 ± 0.1</td>
<td>67.0 ± 0.1</td>
<td>68.2 ± 0.5</td>
<td>31.1 ± 0.7</td>
<td>1.1 ± 0.2</td>
</tr>
<tr>
<td>GAT</td>
<td>83.0 ± 0.6</td>
<td>70.0 ± 1.5</td>
<td>79.1 ± 0.7</td>
<td>73.6 ± 0.1</td>
<td>74.0 ± 0.5</td>
<td>34.0 ± 0.9</td>
<td>1.6 ± 0.2</td>
</tr>
<tr>
<td>GCN</td>
<td>81.0 ± 0.8</td>
<td>72.1 ± 0.3</td>
<td>79.0 ± 0.8</td>
<td>71.7 ± 0.2</td>
<td>65.6 ± 0.1</td>
<td>28.8 ± 0.2</td>
<td>1.8 ± 0.1</td>
</tr>
<tr>
<td>GraphSAGE</td>
<td>81.4 ± 0.7</td>
<td>73.4 ± 0.8</td>
<td>78.4 ± 0.4</td>
<td>71.7 ± 0.2</td>
<td>71.1 ± 1.0</td>
<td>32.1 ± 1.5</td>
<td>2.0 ± 0.4</td>
</tr>
<tr>
<td>GIN</td>
<td>80.0 ± 1.2</td>
<td>75.1 ± 1.9</td>
<td>75.3 ± 0.9</td>
<td>73.8 ± 1.4</td>
<td>69.0 ± 1.3</td>
<td>30.4 ± 0.3</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td>GATv2</td>
<td>83.1 ± 0.9</td>
<td>73.9 ± 1.5</td>
<td>79.4 ± 0.5</td>
<td>74.0 ± 2.1</td>
<td>72.5 ± 0.7</td>
<td>34.2 ± 1.9</td>
<td>1.6 ± 0.5</td>
</tr>
<tr>
<td>TREE-G (d=0, a=0)</td>
<td>80.3 ± 2.1</td>
<td>70.2 ± 2.0</td>
<td>74.0 ± 0.5</td>
<td>67.1 ± 1.5</td>
<td>71.0 ± 0.9</td>
<td>29.1 ± 0.5</td>
<td>1.9 ± 0.2</td>
</tr>
<tr>
<td>TREE-G (a=0)</td>
<td>80.8 ± 0.5</td>
<td>74.3 ± 1.9</td>
<td>72.9 ± 1.6</td>
<td>67.5 ± 0.6</td>
<td>71.8 ± 1.4</td>
<td>32.5 ± 1.7</td>
<td>1.2 ± 0.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Proteins</th>
<th>Mutag</th>
<th>D&amp;D</th>
<th>NCI1</th>
<th>PTC</th>
<th>Enzymes</th>
<th>Mutagenicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGraphBoost</td>
<td>67.0 ± 2.5</td>
<td>86.1 ± 3.8</td>
<td>72.9 ± 2.0</td>
<td>61.9 ± 7.1</td>
<td>51.3 ± 5.0</td>
<td>58.5 ± 1.0</td>
<td>71.2 ± 2.5</td>
</tr>
<tr>
<td>BGNN</td>
<td>70.5 ± 2.4</td>
<td>80.2 ± 0.5</td>
<td>71.2 ± 0.9</td>
<td>70.5 ± 2.0</td>
<td>55.5 ± 0.3</td>
<td>58.1 ± 1.5</td>
<td>65.0 ± 0.9</td>
</tr>
<tr>
<td>RW</td>
<td>72.5 ± 0.9</td>
<td>85.0 ± 4.5</td>
<td>70.0 ± 5.0</td>
<td>69.0 ± 0.5</td>
<td>57.2 ± 1.0</td>
<td>55.1 ± 1.3</td>
<td>74.5 ± 0.5</td>
</tr>
<tr>
<td>WL</td>
<td>74.0 ± 3.0</td>
<td>82.0 ± 0.2</td>
<td>76.1 ± 3.0</td>
<td><strong>82.5 ± 3.1</strong></td>
<td>58.9 ± 4.2</td>
<td>52.1 ± 3.0</td>
<td>80.1 ± 2.0</td>
</tr>
<tr>
<td>GAT</td>
<td>70.0 ± 1.9</td>
<td>84.4 ± 0.6</td>
<td>74.4 ± 0.3</td>
<td>74.9 ± 0.1</td>
<td>56.2 ± 7.3</td>
<td>58.5 ± 1.2</td>
<td>72.2 ± 1.8</td>
</tr>
<tr>
<td>GCN</td>
<td>73.2 ± 1.0</td>
<td>84.6 ± 0.7</td>
<td>71.2 ± 2.0</td>
<td>76.0 ± 0.9</td>
<td>59.4 ± 10.3</td>
<td>60.1 ± 3.0</td>
<td>69.9 ± 1.5</td>
</tr>
<tr>
<td>GraphSAGE</td>
<td>70.4 ± 2.0</td>
<td>86.1 ± 0.7</td>
<td>72.7 ± 1.0</td>
<td>76.1 ± 2.2</td>
<td><strong>67.1 ± 12.6</strong></td>
<td>58.2 ± 5.9</td>
<td>64.1 ± 0.3</td>
</tr>
<tr>
<td>GIN</td>
<td>72.2 ± 1.9</td>
<td>84.5 ± 0.8</td>
<td>75.2 ± 2.9</td>
<td>79.1 ± 1.4</td>
<td>55.6 ± 11.1</td>
<td>59.5 ± 0.2</td>
<td>69.4 ± 1.2</td>
</tr>
<tr>
<td>GATv2</td>
<td>73.5 ± 0.9</td>
<td>84.0 ± 1.5</td>
<td>75.0 ± 1.3</td>
<td>77.0 ± 0.8</td>
<td>59.5 ± 2.1</td>
<td>61.2 ± 3.0</td>
<td>72.0 ± 0.9</td>
</tr>
<tr>
<td>TREE-G (d=0, a=0)</td>
<td>73.4 ± 0.9</td>
<td>86.1 ± 6.0</td>
<td>74.4 ± 4.7</td>
<td>70.4 ± 0.7</td>
<td>54.5 ± 1.3</td>
<td>58.5 ± 0.9</td>
<td>77.0 ± 1.9</td>
</tr>
<tr>
<td>TREE-G (a=0)</td>
<td>74.7 ± 0.9</td>
<td>89.3 ± 7.6</td>
<td>76.0 ± 4.5</td>
<td>73.6 ± 2.2</td>
<td>59.0 ± 0.8</td>
<td>58.1 ± 3.9</td>
<td>77.2 ± 1.5</td>
</tr>
</tbody>
</table>

| Baseline       | 75.6 ± 1.1 | 91.1 ± 3.5 | 76.2 ± 4.5 | 57.5 ± 1.5 | 59.1 ± 0.7 | 59.6 ± 0.9 | 83.0 ± 1.7 |

Table 2: Empirical comparison of node labeling tasks. For the country task, the RMSE and std are reported. For the rest of the datasets, the accuracy and std are reported. The best score is highlighted in bold.

and outperformed GNNs in 7 out of these 10 tasks. Specifically, TREE-G improved upon GNN approaches by a margin greater than 6.4 percentage points on the IMDb-M dataset and a margin greater than 4.9 and 2.4 percentage points on Mutag and Proteins datasets, respectively. On the vertex labeling tasks, TREE-G outperformed GNNs in 4 out of the 7 tasks and was on par with the leading GNN approach in every task. Note that TREE-G always outperformed TREE-G ($a = 0$), which indicates that the use of subsets leads to improved performance. Consequently, these results demonstrate that a "pure" decision tree method, when tailored for graphs, can rival popular GNNs and graph kernels, potentially even surpassing them.
whether exactly one red vertex is isolated in the graph.

Table 3: Empirical comparison of graph classification tasks.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>IMDb-B</th>
<th>IMDb-M</th>
<th>molHIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGraphBoost</td>
<td>56.1 ± 1.4</td>
<td>41.5 ± 0.9</td>
<td>60.1 ± 5.3</td>
</tr>
<tr>
<td>BGNM</td>
<td>68.0 ± 1.5</td>
<td>46.2 ± 2.3</td>
<td>77.0 ± 6.1</td>
</tr>
<tr>
<td>RW</td>
<td>65.0 ± 1.2</td>
<td>45.1 ± 0.9</td>
<td>76.7 ± 2.1</td>
</tr>
<tr>
<td>WL</td>
<td>72.8 ± 1.9</td>
<td>50.9 ± 3.8</td>
<td>75.7 ± 0.8</td>
</tr>
<tr>
<td>GAT</td>
<td>70.6 ± 3.2</td>
<td>47.0 ± 1.9</td>
<td>82.4 ± 3.6</td>
</tr>
<tr>
<td>GCN</td>
<td>69.4 ± 1.9</td>
<td>50.0 ± 3.0</td>
<td>76.6 ± 0.0</td>
</tr>
<tr>
<td>GraphSAGE</td>
<td>69.9 ± 4.4</td>
<td>47.8 ± 1.9</td>
<td>79.2 ± 1.2</td>
</tr>
<tr>
<td>GIN</td>
<td>71.2 ± 3.4</td>
<td>48.8 ± 5.0</td>
<td>77.8 ± 1.3</td>
</tr>
<tr>
<td>GATv2</td>
<td>71.5 ± 1.2</td>
<td>47.6 ± 0.5</td>
<td>81.9 ± 4.5</td>
</tr>
<tr>
<td>TREE-G (d=0, a=0)</td>
<td>72.6 ± 2.4</td>
<td>52.3 ± 1.5</td>
<td>70.1 ± 0.5</td>
</tr>
<tr>
<td>TREE-G (a=0)</td>
<td>72.5 ± 2.7</td>
<td>52.7 ± 1.5</td>
<td>78.5 ± 1.1</td>
</tr>
<tr>
<td>TREE-G</td>
<td>73.0 ± 2.4</td>
<td>56.4 ± 0.9</td>
<td>83.5 ± 2.9</td>
</tr>
</tbody>
</table>

Table 3: Empirical comparison of graph classification tasks. The AUC and std are reported for the molHIV dataset, and accuracy and std for the rest. The best result is in bold.

Figure 3: Vertex-level explanations for two graphs from the Red Isolated Vertex problem (a) and two graphs from the Mutagenicity problem (b). The size of vertices corresponds to their importance according to the explanation mechanism.

The value predicted by $T$ for the graph $G$. We weight the rank importance by $|y_T|$ so that trees with a larger contribution to the decision have a greater effect on the importance measure. Note that boosted trees tend to have large variability in leaf values between trees in the ensemble (Rashmi and Gilad-Bachrach 2015). Therefore, the importance-score of vertex $i$ in the ensemble is the weighted average:

$$\text{importance}(i) = \frac{\sum_{T \in T} |y_T|2^{-r_T(i)}}{\sum_{j \in |V|} \sum_{T \in T} |y_T|2^{-r_T(j)}}.$$  \hspace{1cm} (4)

The proposed importance score is non-negative and sums to 1. We present examples of vertex explanations for two problems: Red Isolated Vertex, and Mutagenicity.

**Red Isolated Vertex** This is a synthetic task to determine whether exactly one red vertex is isolated in the graph. The data consists of 1000 graphs with 50 vertices each, with two features: the constant feature 1 and a binary blue/red color.

**Mutagenicity** This is a dataset of molecules where the goal is to classify chemical compounds into mutagen and non-mutagen.

For each task, we trained and tested GBT with 50 TREE-G estimators. We limited the propagation depth to 2 and the distance of the ancestors from which to consider subsets, to 2 as well. We used a 80/20 random train-test splits. Figures 3a and 3b present vertex explanations for two graphs from the test sets of the Red-Isolated-Node experiments and the Mutagenicity experiments, respectively. The size of a vertex corresponds to its importance computed by the explanations mechanism. For the Red-Isolated-Node problem, it is shown that TREEX attended to isolated vertices, and even more so to red isolated vertices.

For the Mutagenicity problem, TREE-G attended to $NO_2$ (green and yellow subgraph) and carbon-rings (blue cycles), which are known to have mutagenic effects (Debnath et al. 1991).

**Edge-Level Explanations** Similarly to vertex importance, edge importance can be computed. We use the selected subsets to rank the edges of a given graph by their importance. Note that each split criterion uses a subset of the graph’s edges, according to $d$ and the active subset. For example, a split criterion may consider only walks of length 2 to a specific subset of vertices, which induces the used edges by the split criterion. Let $E_1, \ldots, E_k$ denote the used edges along the prediction walk $w_{m}(G)$. We now rank each edge $e_{i,j} \in E$ by $r_m((i, j)) = |\{j|(i, j) \in E_j\}|$, i.e., the rank of an edge is the number of split-nodes in the prediction walk that use this edge. The ranks $r_m((i, j))$ are then combined with the predicted value $y_m$.

7 Conclusion

Graphs arise in many important applications of machine learning. In this work we proposed a novel method, TREE-G, to perform different prediction tasks on graphs, inspired by the success of tree-based methods on tabular data. Our empirical results revealed that TREE-G surpassed other tree-based models. Additionally, when compared with prevalent GNNs and graph kernels, TREE-G matched their performance in all scenarios and exceeded them in several benchmarks. Our theoretical analysis showed that allowing trees to focus on substructures of graphs strictly improves their expressive power. We also showed that the expressive power of TREE-G is different from the expressive power of GNNs, as there are graphs that GNNs fail to tell apart, while TREE-G manages to separate them. Finally, we also proposed visualizations for TREE-G and the predictions in makes to support explainability.
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