NegVSR: Augmenting Negatives for Generalized Noise Modeling in Real-world Video Super-Resolution
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Abstract

The capability of video super-resolution (VSR) to synthesize high-resolution (HR) video from ideal datasets has been demonstrated in many works. However, applying the VSR model to real-world video with unknown and complex degradation remains a challenging task. First, existing degradation metrics in most VSR methods are not able to effectively simulate real-world noise and blur. On the contrary, simple combinations of classical degradation are used for real-world noise modeling, which led to the VSR model often being violated by out-of-distribution noise. Second, many SR models focus on noise simulation and transfer. Nevertheless, the sampled noise is monotonous and limited. To address the aforementioned problems, we propose a Negatives augmentation strategy for generalized noise modeling in Video Super-Resolution (NegVSR) task. Specifically, we first propose sequential noise generation toward real-world data to extract practical noise sequences. Then, the degeneration domain is widely expanded by negative augmentation to build up various yet challenging real-world noise sets. We further propose the augmented negative guidance loss to learn robust features among augmented negatives effectively. Extensive experiments on real-world datasets (e.g., VideoLQ and FLIR) show that our method outperforms state-of-the-art methods with clear margins, especially in visual quality. Project page is available at: https://negvsr.github.io.

Introduction

Video super-resolution (VSR) is the process of changing from low-resolution (LR) video to high-resolution (HR) video. Currently, VSR is divided into traditional VSR and real-world VSR (Chan et al. 2022b), depending on the existence of the HR labels. Nevertheless, the VSR model frequently suffers from overfitting to a specific dataset within a fixed domain, which leads to the test results are often violated by unknown degeneration (Ji et al. 2020). Due to the domain gap, traditional VSR methods often fail to reconstruct real-world images effectively. Thus, it is crucial to develop a more robust restoration system for VSR.

The primary objective in the real-world VSR task is to extract more representative spatial structures and reasonable texture details from images. Many works (Ji et al. 2020; Wang et al. 2021; Shi et al. 2020; Wei et al. 2020) have ensured that the real-world model can produce high-quality images across various domains. For instance, Real-ESRGAN (Wang et al. 2021) proposed a high-order degradation model that better simulates real-world degradation. They expand the degeneration domain by a second-order degeneration model composing various classical degeneration kernels. But the high-order degradation mode has a theoretical upper bound on the degradation domain, which means the permutations of all the classical degenerate kernels are included. However, this strategy solely deals with a limited portion of real-world scene degradation.

Recently, many noise migration and simulation methods (Ji et al. 2020; Li et al. 2022; Dong et al. 2023; Pan et al. 2023) can extract the noise from the real-world dataset. They sample noise by calculating the feature from the real-world scene dataset. Estimating blur kernels and noise by modeling real-world noise effectively improves the quality of reconstructed images (Zhang et al. 2021). Furthermore, suppose the sampled noise is mixed with the VSR input during training. The high-level semantic information in the input image will be further degraded, which helps the discriminative model learn robust features. However, in the VSR task, the noise domain shows a different pattern with space-time structure in the same video sequence, leading to misaligned information in the space-time dimensions. It reveals that the concept of concurrently processing sequential frames and in-

<table>
<thead>
<tr>
<th>Methods</th>
<th>NIQE ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixup (Zhang et al. 2017)</td>
<td>3.635</td>
</tr>
<tr>
<td>CutOut ( DeVries and Taylor 2017)</td>
<td>3.563</td>
</tr>
<tr>
<td>CutMix (Yun et al. 2019)</td>
<td>3.470</td>
</tr>
<tr>
<td>FMix (Harris et al. 2020)</td>
<td>3.585</td>
</tr>
<tr>
<td>Mixup Noise</td>
<td>3.643</td>
</tr>
<tr>
<td>NegMix, w/ $L_{Aug−NP}$ (ours full)</td>
<td><strong>3.188</strong></td>
</tr>
</tbody>
</table>

Table 1: The quantitative comparison of our model with various data augmentation methods uses REDS and FLIR training dataset as the training video. `Mixup Noise` denotes the mixing of VSR inputs with a solitary noise extracted from the FLIR training dataset. `NegMix` is our negative augmentation method for VSR. The performance evaluation is performed on the VideoLQ dataset.
dependent noise needs to be re-examined. As illustrated in Tab. 1, ‘Mixup Noise’ comparisons with other mixing methods produce the worst result. Therefore, one of the primary challenges in real-world VSR is to investigate sequential noise sampling algorithms corresponding to the space-time dimension in the video sequence.

In this paper, we develop a sequential noise modeling approach for the real-world VSR. The proposed method consists of three main stages: noise sequence sampling, negative sample/noise augmentation, and recovery via augmented negative guidance. First, our approach samples noise sequences in an unsupervised manner from the out-of-distribution (OOD) video noise dataset \( V_{od} \). Subsequently, it mixes \( N_{sq} \) and LR video \( V_{lr} \) to create novel training input \( V_{lr}^N \). (b) \( V_{lr}^N \) is applied with a patch-based random central rotation to derive \( V_{neg} \). (c) Both \( V_{neg} \) and \( V_{lr} \) are fed into the VSR model to generate \( \hat{Y} \) and \( Y \), respectively. And \( L_{Aug-P} \) enables the model to recover realistic pixels from the \( V_{lr} \). \( L_{Aug-N} \) drives \( Y \) to learn the robust features present in the negative output \( \hat{Y} \).

Figure 1: The overview of the proposed NegVSR. (a) Our approach initially extracts noise sequence \( N_{sq} \) through window sequence \( C \) in an unsupervised manner. The motion of \( C \) occurs within the OOD video noise dataset \( V_{od} \). Subsequently, it mixes \( N_{sq} \) and LR video \( V_{lr} \) to create novel training input \( V_{lr}^N \). (b) \( V_{lr}^N \) is applied with a patch-based random central rotation to derive \( V_{neg} \). (c) Both \( V_{neg} \) and \( V_{lr} \) are fed into the VSR model to generate \( \hat{Y} \) and \( Y \), respectively. And \( L_{Aug-P} \) enables the model to recover realistic pixels from the \( V_{lr} \). \( L_{Aug-N} \) drives \( Y \) to learn the robust features present in the negative output \( \hat{Y} \).

In summary, our overall contributions are summarized in four-fold:

- We re-examine the traditional noise mixup strategy in the VSR task and introduce a video noise sampling method that can extract the noise sequence from a given video in an unsupervised manner while ensuring that the space-time information within the noise sequence is continuous.
- We propose a negative augmentation for generalized noise modeling. With the negative augmentation, NegVSR aims to create various yet challenging sets of real-world noise.
- We employ an Augment Negative Guidance loss to learn robust features from augmented negatives and enhance model generalization ability.
- Our extensive experiments on two real-world datasets demonstrate that NegVSR outperformed not only other advanced methods but is also highly effective in noise reduction.

**Related Work**

**Video Super-Resolution.** VSR is an extension of SISR (Single-Image Super-Resolution) (Dong et al. 2015). Unlike SISR, VSR necessitates the utilization of information contained in multiple frames. Existing VSR research (Wang et al. 2019) points out that effectively utilizing the information contained in frames can improve the performance of VSR. And the alignment module is commonly utilized to leverage inter-frame information. VSR methods using align-
ment module can be categorized into two groups: estimation and compensation (Chan et al. 2021; Chu et al. 2020) and dynamic convolution (DCN) (Tian et al. 2020; Chan et al. 2022a). Recently, BasicVSR (Chan et al. 2021) introduced a bidirectional propagation module aggregating information from future and past frames. BasicVSR++ (Chan et al. 2022a) builds upon BasicVSR by incorporating additional backward and forward propagation branches. Furthermore, BasicVSR++ introduces optical flow alignment and DCN alignment, where optical flow alignment assists DCN alignment in achieving better performance.

Real-World Video Super-Resolution. Recent works in real-world VSR have focused on obtaining a larger unknown degeneration domain. RealVSR (Yang et al. 2021) utilizes a dual-lens phone camera to acquire LR-HR video pairs. Real-ESRGAN (Wang et al. 2021) incorporates a high-order degeneration model based on classic degradation kernel combinations. AnimeSR (Wu et al. 2022) employs convolution layers between degradation kernels. Nonetheless, expanding the domain of degeneration gives rise to the challenge of restoring high-quality video from a more complex degradation space. To tackle this problem, RealBasicVSR (Chan et al. 2022b) introduces a dynamic cleaning module that suppresses degradation. FastRealVSR (Xie et al. 2022) proposes manipulating the hidden states to reduce artifacts. SuppressRealVSR (Yang et al. 2022) introduces a Noise-Guidance Data Collection method to investigate a practical noise sampling strategy for sequential real-world frames. Assuming that the LR image $I_{lr}$ is degraded from the HR image $I_{hr}$, the single image degradation formula can be described as:

$$I_{lr} = (I_{hr} * K)_{hr} + N,$$

where $K$ is the blur kernel, and $N$ is the noise.

Noise Modeling. Noise modeling has been utilized in many recent SR tasks. RealSR (Ji et al. 2020) extracts noise by calculating the variance and injecting noise into the input. GCBD (Chen et al. 2018) trains a Generative Adversarial Network (GAN) to estimate the noise distribution of the input noise and generate noise samples. RWSR-EDL (Li et al. 2022) introduces a Noise-Guidance Data Collection method to address the time-consuming training required for optimizing multiple datasets. Our work presents the first proposal to utilize real-world noise sequence modeling in real-world VSR to enhance the network denoising capability.

Method

In this section, we provide a detailed description of negative augmentation in NegVSR. First, we discuss the characteristics and challenges associated with the Mixup family. Second, we present a real-world noise sequence sampling and negative modeling method for VSR. The real-world noise sequence used for mixing is extracted unsupervised, but simple input-noise pair mixing methods can often lead to missing details. Finally, to address this problem, we propose a negative augmented noise-guided modeling approach. Through negative augmentation, VSR improves the ability to denoise robustly. During training, the LR video dimension $V_{lr} \in \mathbb{R}^{n \times c \times h \times w}$ is equal to the real-world noise sequence $N_{sq} \in \mathbb{R}^{n \times c \times h \times w}$, where $h = w = 64$ represents the size of the training input.

Preliminaries

Mixup (Zhang et al. 2017) is a data augmentation methodology frequently employed in deep learning to enhance the model generalization capability. It produces novel training instances via a weighted amalgamation of pre-existing ex-

\[ \begin{align*}
\bar{x} &= M \cdot x_i + (1 - M) \cdot x_j, \\
\bar{y} &= M \cdot y_i + (1 - M) \cdot y_j,
\end{align*} \]

where $x_i$ and $x_j$ represent the training samples, and $y_i$ and $y_j$ denote their respective labels. $\bar{x}$ and $\bar{y}$ correspond to the new input and label. $M \in [0, 1]$ is the hyperparameter used in the Mixup.

Mixup has inspired a range of variants and derivatives, which are demonstrated comprehensively in Tab. 1.

Negatives for Generalized Noise Modeling

Real-world VSR differs from non-blind VSR due to the absence of labels. Specifically, non-blind VSR fails to resolve the various disruptions and changes in external video. This deficiency often results in worse performance in the OOD case.

Considering the deficiency of non-blind VSR, we attempt to investigate a practical noise sampling strategy for sequential real-world frames. Assuming that the LR image $I_{lr}$ is degraded from the HR image $I_{hr}$, the single image degradation formula can be described as:

\[ I_{lr} = (I_{hr} * K)_{hr} + N, \]

where $K$ is the blur kernel, and $N$ is the noise.
In the video, most sequential data are taken from the same device and have a similar noise distribution. It implies that the noise domain has a strong connection across most frames within a sequence for video. Current noise modeling methods involve independent noise sampling within the input image and transfer those noise to more data for augmentation. However, it is only applicable to the single-image condition. It is essential for a video to ensure that the sampled noise remains consistent across frames within a sequence and keeps independent and identically distributed (i.i.d) across the different sequences. Therefore, we first propose a sequential noise sample and negative augmentation strategy for real-world video.

**Sequential Real-world Noise Generation.** Building upon the aforementioned observation, we present our proposed method for extracting sequential noise in video. As shown in Fig. 1 (a). Suppose the video \( V = [I_1, I_2 \ldots I_n] \in \mathbb{R}^{n \times c \times h \times w} \) contains \( n \) frames and the image at moment \( t \) is \( I_t \in \mathbb{R}^{c \times h \times w} \). We scan the entire video using the window sequence \( C \), each with a dimension of \( \mathbb{R}^{n \times c \times h \times w} \). The total number of window sequences in a \( V \) is \( \sum_t C_t = a^2 \). The window of a window sequence \( C_t \) at the \( j \) moment is denoted by \( C_{ij}^t \in \mathbb{R}^{c \times h \times w} \). Each window sequence \( C_t \) contains \( n \) windows \( C_t = [C_t^1 \ C_t^2 \ C_t^n] \). As is shown in Fig. 2. We calculate the variance for \( C_t^j \). The scan window with high variance typically contains rich textures. These textures can impact the model to learn the noise distribution. High-variance window is commonly referred to as the noiseless region. Conversely, the noise in the window with low variance is perceptible. This window is referred to as the noise-prone region (Liu et al. 2022).

To ensure that the texture and margin in the extracted noise sequence are as uniform as possible (Chan et al. 2022b), we need to calculate the variance for the mean and variance of each window in the sequence as follows:

\[
\text{Var}_i[\text{Var}(C_i^j) < \sigma] \in [0, \sigma_{\text{var}}],
\]

\[
\text{Var}_i[\text{Mean}(C_i^j) > \mu] \in [0, \sigma_{\text{mean}}],
\]

where \( \text{Var}(\cdot) \) and \( \text{Mean}(\cdot) \) refer to the functions used to calculate variance and mean, respectively. \( \sigma \) and \( \mu \) are the mean and variance of each window \( C_i^j \). \( \sigma_{\text{var}} \) and \( \sigma_{\text{mean}} \) are the variance of the average mean of the window sequence \( C_i \). We consider the window sequence \( C_t \) that satisfies the Equ. 4 and Equ. 5 as real-world noise sequence \( N_{sq} \).

Before training, we collect all the \( N_{sq} \) to create an offline noise dataset.

**Video Negative Augment for Generalized Noise Generation.** We first extract \( N_{sq} \) from \( V_{od} \) and mix \( N_{sq} \) with \( V_{lr} \) to generate the new training sample as follows:

\[
V_{lr}^N = M \cdot N_{sq} + (1 - M) \cdot V_{lr},
\]

where \( M \in [0, 1] \) denotes the mixing noise weight. \( M = 1 \) represents the new training input consisting entirely of \( N_{sq} \).

VSR can effectively learn to denoise by incorporating \( N_{sq} \) into training. However, this denoising ability may lack robustness due to the limited noise. To acquire a more extensive real-world noise set, we propose a patch-based negative augmentation to expand the noise domain.

**Negative Augment toward Video Frames.** As illustrated in Fig. 1 (b). We divide \( V_{lr} \) into fixed-size patches. Negative augmentation will be applied in the patch-based scenario. Given the patch sequence \( V_{patch} \in \mathbb{R}^{c \times h \times w} \). Meanwhile, \( s \) represents the magnification factor of the patches in \( V_{lr} \). The high and width of each patch are \( \frac{2}{s} \times \frac{2}{s} \). Expressed in the formula as:

\[
V_{patch} = T(V_{lr}),
\]

where function \( T(\cdot) \) denotes dividing \( V_{lr} \) into \( n \cdot s^2 \) patches of the same size, and the number of channels keeps constant. Then we apply negative augmentation to each patch \( V_{patch} \).

A random central rotation operation is performed on \( V_{patch} \) with rotation angles of \([0, 90, 180, 270] \) degrees. For \( V_{patch} \) under the same \( V_{lr} \), patch-based rotation is applied with the same probability \( P \). Each patch \( V_{patch} \) is associated with corresponding practical rotation probability \( p \). The probability \( P \) is randomly selected from an array of \([0, 1] \) with an interval of 0.1. Likewise, \( V_{patch} \) corresponds to a practical rotation probability \( p \) randomly drawn from a uniform distribution \([0, 1] \). \( \text{Rot}(\cdot) \) is only applied to the patch when \( p \) is less than or equal to \( P \). If \( P \) equals 1, the \( \text{Rot}(\cdot) \) is applied to all patches. It can be mathematically represented as:

\[
\text{Neg}(V_{lr}, P) = \begin{cases} \text{Rot}(T(V_{lr})), & p \leq P, \\ \text{None}, & \text{otherwise} \end{cases}
\]

where \( \text{Rot}(\cdot) \) refers to random central rotation operation and \( \text{None} \) denotes without any augmentation. As illustrated in Fig. 3, when \( P \) approaches 1, less semantic information is preserved. Negative augmentation renders the semantic information unintelligible to the human. It poses a significant challenge to the capacity of VSR to reconstruct the information.
Figure 4: The figure depicts the process of our Augmented Negative Guidance approach. We obtain the positive output $\hat{Y}$ by passing $V_{hr}$ sequential through the degeneration model $D$ and VSR. Then we inject noise sequence $N_{sq}$ into the degraded video and apply the video with negative augmentation. Finally, we encourage the model to learn robust features from the augmented noise and video by $L_{Aug-N}$ and $L_{Aug-P}$.

We propose an Augmented Negative Guidance that encourages the consistency between the augmented outputs (i.e., negatives $\hat{Y}$ and positives $Y$). As shown in Fig. 4, we reconstruct the video without NegMix and only use the degradation bank $D$ to obtain the $\hat{Y}$ through VSR. Next, we use NegMix on $V_{lr}$ to get $V_{neg}$, and then feed $V_{neg}$ into VSR to generate the corresponding negative output $\hat{Y}$. Furthermore, our proposed approach minimizes the distance between the $\hat{Y}$ prediction and its corresponding negative augmentation $V_{neg}$ output. It enables VSR to learn robust features in negative augmentation. We propose an Augmented Negative Guidance for $\hat{Y}$ as follows:

$$L_{Aug-N}(\hat{Y}^i, Y^i) = \frac{1}{B} \sum_{i=1}^{B} ||\hat{Y}^i - Y^i||_2,$$

where $B$ represents the batch size.

To promote the convergence of $V_{hr}$ and $Y$ as the positive augmented loss $L_{Aug-P}$, various criteria (i.e., pixel loss, perceptual loss (Johnson, Alahi, and Fei-Fei 2016) and generative loss (Goodfellow et al. 2020)) are utilized for Augmented Positive Guidance as:

$$L_{Aug-P}(V_{hr}^i, Y^i) = \alpha L_{pix}(V_{hr}^i, Y^i) + \beta L_{per}(V_{hr}^i, Y^i) + \gamma L_{Adv}(V_{hr}^i, Y^i),$$

where $\alpha = \beta = 1.0$, $\gamma = 0.05$.

$L_{Aug-N}$ promotes performance and robustness by learning discriminative representations from augmented noise and frames. This regularization term can be seamlessly integrated into the loss function of VSR. By including this additional term, VSR is motivated to acquire characteristics resistant to negative augmentation, consequently advancing the generalization and recovering capacity. To this end, the total loss in our framework is summarized as follows:

$$L_{Aug-NP} = L_{Aug-P}(V_{hr}, Y) + \lambda L_{Aug-N}(\hat{Y}, Y),$$

where $\lambda = 0.5$ is the negative augmentation coefficient.
Figure 5: We conduct a visual comparison with recent state-of-the-art methods on real-world images from the VideoLQ (1, 2 rows) and FLIR testing dataset (3, 4 rows), with the upsampling scale factor of 4.

Experiment

Implementation Details

Training Setting. We adopt the training setting of RealBasicVSR (Chan et al. 2022b) and train our NegVSR using the REDS (Nah et al. 2019) dataset. Noise sequences are gathered from the FLIR training dataset ($V_{tr}$). We employ the high-order degradation bank (Wang et al. 2021) to synthesize the training input. The size of $V_{hr}$ and $V_{lr}$ are $256 \times 256$ and $64 \times 64$, respectively. And we configure the patch size to be $4 \times 4$. Throughout the training process, the time length of the sequence $t$ fixes to 15. The flip inversion is employed to augment the sequence at each iteration. Setting batch size to 2. Optimizer adopts Adam. The SPyNet (Ranjan and Black 2017) model generates the optical flow estimation in the alignment module, and the SPyNet does not participate in the gradient backpropagation during the training process.

The training process comprises two distinct stages: pre-training and fine-tuning. During the pre-training phase, the model is trained for 100k iterations while maintaining the learning rate of $1 \times 10^{-4}$ and employing the $L_{Aug-NP}$. The fine-tuning stage consisted of 150k iterations, where the learning rate is set to $5 \times 10^{-5}$. The loss function settings are consistent with Equ. 16.

Network Config. We configure the propagation module ResBlock to 10 layers and set the ResBlock in the clean module to 20 layers. Additionally, the convolution kernel size is fixed at $3 \times 3$, and the number of middle channels is set to 64.

Comparison

Evaluation Dataset. To comprehensively compare and validate our NegVSR, we employ the following two real-world VSR datasets, i.e., VideoLQ (Chan et al. 2022b) and FLIR testing dataset.

To keep consistent with the previous method (Chan et al. 2022b), we calculate the image metrics for a portion of video included in both the VideoLQ and FLIR datasets to mitigate the computational overhead. Similarly, we select the first, middle, and last frames of each video. To FLIR frames, we divide the images into four equally sized copies to lower their resolution. Then the video is reorganized based on their segmented position. We select only the first 25 frames from each video.

Evaluation Metrics. Due to the unavailability of labels, we conduct a quantitative assessment of reconstructed images using reference-free image quality assessment metrics such as NIQE (Mittal, Soundararajan, and Bovik 2012), BRISQUE (Mittal, Moorthy, and Bovik 2011), NRQM (Ma et al. 2017), and PI (Blau et al. 2018).

Evaluation Results. We compare our approach with other VSR methods: DAN (Luo et al. 2020), BSRGAN (Zhang et al. 2021), Real-ESRGAN (Wang et al. 2021), RealVSR (Yang et al. 2021), DBVSR (Pan et al. 2021), and RealBasicVSR (Chan et al. 2022b). 'RealBasicVSR, original' refers to the RealBasicVSR officially released model. And 'RealBasicVSR, our impl' refers to the implementation of the RealBasicVSR with the same training settings as introduced in our paper.

The quantitative evaluation results of our experiments on VideoLQ are presented in Tab. 2. Our method exhibits superior performance in VideoLQ when compared to the other methods. Specifically, in contrast to RealBasicVSR, our method demonstrates a more effective blur removal. Fig. 5 (1, 2 rows) exhibits the remarkable ability of NegVSR to remove blur and recover more details than other methods.

According to Tab. 3, we demonstrate the metrics and runtimes test on the FLIR testing dataset, in which NegVSR achieves the best results among all evaluation metrics. A comprehensive depiction of the image details on FLIR is presented within Fig. 5 (3, 4 rows). NegVSR shows a no-
<table>
<thead>
<tr>
<th>Methods</th>
<th>Loss</th>
<th>NIQE ↓</th>
<th>BRISQUE ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td>3.936</td>
<td>29.073</td>
</tr>
<tr>
<td>w/ Noise</td>
<td>$L_{Aug-P}$</td>
<td>3.643</td>
<td>25.286</td>
</tr>
<tr>
<td>w/ Noise Sequences</td>
<td></td>
<td>3.215</td>
<td>22.951</td>
</tr>
<tr>
<td>w/ NegMix</td>
<td></td>
<td>3.312</td>
<td>22.969</td>
</tr>
<tr>
<td>w/ NegMix</td>
<td>$L_{Aug-NP}$</td>
<td>3.188</td>
<td>22.255</td>
</tr>
</tbody>
</table>

Table 4: Ablation study of NegMix and $L_{Aug-NP}$. Each proposed component is analyzed individually.

### Ablations Study

To evaluate the effectiveness of each component in NegVSR, we conducted an ablation comparison by separately analyzing each component. The baseline used in our ablation experiments represents RealBasicVSR. We performed a split on $L_{Aug-NP}$, $L_{Aug-P}$ indicates that only the loss function of Eq. 15 is utilized. In contrast, $L_{Aug-NP}$ indicates the usage of both $L_{Aug-N}$ and $L_{Aug-P}$. $w/-$ indicates that we have incorporated additional components compared to the baseline. We employ VideoLQ as the test set.

**Analysis of Noise Sequence.** In Tab. 4, the 'w/ Noise' denotes the noise mixed with the RealBasicVSR inputs during training. We employ the noise sampling method to extract from $V_{odt}$. Specifically, $V_{odt}$ is scanned using sliding windows of uniform size, and the noise is obtained by filtering these windows based on the calculation of their mean and variance. 'w/ Noise Sequences' utilizes our Sequential Real-world Noise Generation to extract $N_{sq}$ from the same $V_{odt}$. The distribution of 'w/ Noise' is independent for each noise, and the noise domain of each 'w/ Noise Sequences' is identical. As shown in the Tab. 4, 'w/ Noise Sequences' outperforms both 'w/ Noise' and the baseline, suggesting that the proposed Sequential Real-world Noise Generation can effectively facilitate the utilization of this long-term noise in VSR.

**Recovering via Augmented Negative Guidance.** 'w/ NegMix' refers to executing random center rotation for 'w/ Noise Sequences'. If 'w/ NegMix' is used without correcting the corrupted video with $L_{Aug-N}$, the texture of the resulting image from 'w/ NegMix' will be distorted, leading to a degradation in performance as demonstrated in the Tab. 4. Utilizing NegMix with $L_{Aug-NP}$ corresponds to our NegVSR. The closeness of positive and negative augmented outputs benefits VSR, enhancing its capacity to denoise robustly.

### Conclusion

In this paper, we emphasized the significance of noise sequence in real-world VSR. In our study, we find that independent yet separate noise is not suitable for VSR tasks. Conversely, sequential noise exhibits a better solution in the VSR task. Despite efforts to address noise in real-world VSR, the monotonicity and finiteness of noise have resulted in many limitations, rendering the insufficient number for the task demands. To create more robust noise types for real-world VSR, we propose a Negatives augmentation strategy for generalized noise modeling. With the proposed NegVSR, the degeneration domain is widely expanded by negative augmentation to build up various yet challenging real-world noise sets. We additionally present experiments on real-world datasets to show the effectiveness and superiority of NegVSR.

However, the proposed approach still has some limitations, especially the inference speed. In the following research, we are considering involving light-weight structures to facilitate real-time real-world VSR.
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