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Abstract

Dynamical systems are abstract models of interaction between space and time. They are often used in fields such as physics and engineering to understand complex processes, but due to their general nature, they have found applications for studying computational processes, interaction in multi-agent systems, machine learning algorithms and other computer science related phenomena. In the vast majority of applications, a dynamical system consists of the action of a continuous ‘transition function’ on a metric space. In this work, we consider decidable formal systems for reasoning about such structures. Spatial logics can be traced back to the 1940’s, but our work follows a more dynamic turn that these logics have taken due to two recent developments: the study of the spatial (or ‘topological’) $\mu$-calculus, and the integration of linear temporal logic with logics based on the Cantor derivative. In this paper, we combine dynamic spatial logics based on the Cantor derivative and the ‘next point in time’ operators with an expressively complete fixed point operator to produce a combination of the spatial $\mu$-calculus with linear temporal logic. We show that the resulting logics are decidable and have a natural axiomatisation. Moreover, we prove that these logics are complete for interpretations on the Cantor space, the rational numbers, and subspaces thereof.

Introduction

Our planet is orbited by a myriad of man-made satellites, whose movement must be predicted and controlled to e.g. avoid collision with other objects. To this end, their position over time is modelled using our knowledge of physics, and the mathematical structure governing this behaviour is known as a dynamical system (Figure 1). Given the initial position and momentum of a satellite, one may predict the path it will take: it may be periodic, diverge into space or crash into the earth. In such models, both space and time are continuous, i.e. given by Euclidean spaces; however, they can be approximated discretely for a better computational treatment, or even be represented via finite relational structures (Example 1 and Figure 5). One can thus imagine satellites moving one ‘tick of the clock’ at a time, for a suitably small time interval.

Reasoning about dynamical systems is highly relevant to AI. We mention a few examples: Qualitative spatial reasoning is a branch of AI that aims to capture basic relations between regions in space in a way that is computationally efficient and thus suitable for applications (see (Cohn and Renz 2008; Stell 2019) for overviews). The region connection calculus (RCC8) (Egenhofer and Franzosa 1991; Randell, Cui, and Cohn 1992) was introduced for geolocalisation applications, and is closely connected to modal logic (Wolter and Zakharyaschev 2000). Modern-day applications such as self-driving cars require the combination of dynamic and spatial reasoning (for examples, see (Gabelaia et al. 2005)), modelled via dynamical systems (see (Dickmanns, Myśliwetz, and Christians 1990; Hua et al. 2022)).

As models of ‘space’, we will work in the setting of metric spaces, which are sets of points whose mutual distance is measurable. These spaces generalise the plane, or other Euclidean spaces, but also include some more unusual examples such as the Cantor set.\textsuperscript{1} Formally, these are structures $X = (X, \delta)$, where $X$ is any set and $\delta: X \times X \rightarrow [0, \infty)$ is the ‘distance’ map satisfying $\delta(x, x) = 0$, $\delta(x, y) = \delta(y, x)$ and $\delta(x, z) \leq \delta(x, y) + \delta(y, z)$.

A discrete time dynamical system is a metric space equipped with a transition function, representing movement. Two recent developments have taken spatial logic into a more ‘dynamic’ direction. The first is the development of the spatial (or ‘topological’) $\mu$-calculus (Baltag, Bezhanishvili, and Fernández-Duque 2021; Goldblatt and Hodkin-
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son 2017), which enriches the usual spatial operators with fixed points and has applications in formal epistemology (Baltag, Bezhanishvili, and Fernández-Duque 2022). The second, following a suggestion of Saveliev, is equipping temporal logic with the Cantor derivative (Fernández-Duque and Montacute 2022), obtaining a more expressive version of Dynamic Topological Logic (DTL) (Artemov, Davoren, and Nerode 1997). If \( \langle X, d \rangle \) is a metric space, the Cantor derivative \( d(A) \) of a set \( A \subseteq X \) is its set of limit points, i.e. \( x \in d(A) \) if the distance between \( x \) and \( A \setminus \{x\} \) is zero. This allows one to reason about e.g. dense-in-themselves spaces, which are of relevance for example in chaos theory (Devaney 2018). Our goal is to combine the expressive power of these two proposals and produce DTLs with spatial fixed points. We are specifically interested in dynamical systems based on metric spaces, as these are the spaces used in most applications.

Here we build on Fernández-Duque and Montacute (2022), who consider a bi-modal language with \( \Diamond \) interpreted as Cantor derivative and \( \Box \) as ‘next point in time’. In order to enrich this logic with spatial fixed points, we follow Goldblatt and Hodkinson (2017), who utilised results of Dawar and Otto (2009) to represent the spatial \( \mu \)-calculus via its relatively simple but expressively complete tangled fragment (Fernández-Duque 2011a,b). The latter augments modal logic with a polyadic modality \( \Diamond \), in which \( \Diamond \Gamma \) holds in the largest perfect subspace where each \( \varphi \in \Gamma \) is dense. This grants us the full power of the spatial \( \mu \)-calculus while working within a formal language that is relatively tame from a combinatorial perspective. We thus obtain the logic \( K4C^\infty \) (and various other extensions) which plays the role of the standard dynamic spatial logic \( S4C \) (Kremer and Mints 2005). Despite the additional expressive power due to the Cantor derivative and definability of spatial fixed points, we show that \( K4C^\infty \) enjoys the same desirable properties of \( S4C \): it is naturally axiomatisable and decidable over the class of all metric spaces. Moreover, we extend a result of Mints and Zhang (2005) which states that \( S4C \) is complete for the Cantor space, by showing that \( K4DC^\infty \) (the extension of \( K4C^\infty \) with the ‘seriality’ axiom) is sound and complete both for the Cantor set and for the set of rational numbers. We also consider the logics \( K4T^\infty \) and \( K4DI^\infty \) for dynamical systems where the transition function is an immersion (i.e. it preserves the Cantor derivative). All of these logics are decidable, each logic with the \( D \) axiom is shown to be complete for the Cantor space and for the rational numbers, and logics without \( D \) for subspaces of these two metric spaces.

Working with the \( \mu \)-calculus is notoriously challenging, and despite the simplicity gained by the tangled fragment, there are still many hurdles. In order to deal with fixed points, we follow techniques pioneered by Fine (1974) based on final points, already shown by Bezhanishvili et al. (2021) to be useful for working with the spatial \( \mu \)-calculus. In our work, we further refine these techniques in order to deal with the interactions between the metric and the transition function. Completeness for the Cantor space and the rational numbers is obtained via the technique of dynamic \( p \)-morphisms. To apply it in our setting, we employ Kripke frames with limits, as used by Kremer and Mints (2007), along with the world-duplication construction from derivational modal logic (see e.g. (Baltag, Bezhanishvili, and Fernández-Duque 2021)). Our general method uniformly yields results for these two metric spaces and their closed subspaces. The current work is essential for the axiomatisation of DTL with the Cantor derivative, which currently has only been achieved in the setting of scattered spaces; see (Fernández-Duque and Montacute 2023).

### Preliminaries

In this section we introduce the notation and definitions required for understanding this paper. We work with the general notion of derivative spaces: Derivative spaces are a special case of derivative algebras introduced by Esakia (2004), where \( \psi(X) \) is replaced by an arbitrary Boolean algebra. We moreover work with ‘transitive’ derivative algebras, so that the definition is stronger than that of e.g. (Baltag, Bezhanishvili, and Fernández-Duque 2021).

When working with more than one metric space, we may denote the Cantor derivative of the space \( \langle X, d \rangle \) by \( d_X \). Given subsets \( A, B \subseteq X \), it is not difficult to verify that \( d \) satisfies the following properties:

1. \( d(\emptyset) = \emptyset \);
2. \( d(A \cup B) = d(A) \cup d(B) \);
3. \( dd(A) \subseteq d(A) \).

If \( X = \langle X, \rho \rangle \) is a metric space and \( \rho \) is the Cantor derivative on \( X \), then \( \langle X, d \rangle \) is a derivative space. However, there are other examples of derivative spaces. The standard closure of a subset \( A \) of points in a metric space can be defined as \( c(A) = A \cup d(A) \). Then, \( \langle X, c \rangle \) is also a derivative space, which satisfies the additional property \( A \subseteq c(A) \); we call such derivative spaces closure spaces. More generally, if \( \langle X, \rho \rangle \) is an arbitrary derivative space, we define \( \rho(A) := A \cup \rho(A) \).

Another example of derivative spaces comes from transitive Kripke frames. For the sake of succinctness, we call these frames derivative frames. Below and throughout the text, we write \( \exists x \sqsubseteq y \varphi \) instead of \( \exists x(y \sqsubseteq x \land \varphi) \), and adopt a similar convention for the universal quantifier and other relational symbols.

**Definition 1.** A derivative space is a pair \( \mathfrak{X} = \langle X, \rho \rangle \), where \( X \) is a set and \( \rho : \psi(X) \to \psi(X) \) is a map satisfying properties 1-3 above, where \( d = \rho \).

If \( X = \langle X, \delta \rangle \) is a metric space and \( \delta \) is the Cantor derivative on \( X \), then \( \langle X, d \rangle \) is a derivative space. However, there are other examples of derivative spaces. The standard closure of a subset \( A \) of points in a metric space can be defined as \( c(A) = A \cup d(A) \). Then, \( \langle X, c \rangle \) is also a derivative space, which satisfies the additional property \( A \subseteq c(A) \); we call such derivative spaces closure spaces. More generally, if \( \langle X, \rho \rangle \) is an arbitrary derivative space, we define \( \rho(A) := A \cup \rho(A) \).

Another example of derivative spaces comes from transitive Kripke frames. For the sake of succinctness, we call these frames derivative frames. Below and throughout the text, we write \( \exists x \sqsubseteq y \varphi \) instead of \( \exists x(y \sqsubseteq x \land \varphi) \), and adopt a similar convention for the universal quantifier and other relational symbols.

**Definition 2.** A derivative frame is a pair \( \mathfrak{F} = \langle W, \sqsubseteq \rangle \) where \( W \) is a non-empty set and \( \sqsubseteq \) is a transitive relation on \( W \). Denote the reflexive closure of \( \sqsubseteq \) by \( \sqsubseteq \).

We also write \( w \equiv v \) if \( w \subseteq v \) and \( v \subseteq w \); the equivalence class of \( w \) under \( \equiv \) is called the cluster of \( w \) and is denoted \( C(w) \). Given \( A \subseteq W \), we define \( w \sqsubseteq v \) as a map \( \downarrow_{C} : \psi(W) \to \psi(W) \) such that \( \downarrow_{C}(A) = \{w \in W : \exists v \sqsubseteq w(v \in A)\} \).

**Lemma 1.** If \( \langle W, \sqsubseteq \rangle \) is a derivative frame, then \( \langle W, \downarrow_{C} \rangle \) is a derivative space.

Dynamical derivative systems consist of a derivative space equipped with a continuous function. Recall that if \( \langle X, \delta_X \rangle \) and \( \langle Y, \delta_Y \rangle \) are metric spaces and \( f : X \to Y \), then \( f \) is continuous if for every \( x \in X \) and every \( \varepsilon > 0 \)
0 there exists \( \eta > 0 \) such that \( \delta_X(x, x') < \eta \) implies \( \delta_Y(f(x), f(x')) < \epsilon \). It is well known (and not difficult to check) that \( f \) is continuous iff \( c_X f^{-1}(A) \subseteq f^{-1}c_Y(A) \) for all \( A \subseteq Y \). We thus arrive at the following general definition.

**Definition 3.** Let \( \langle X, \rho_X \rangle \) and \( \langle Y, \rho_Y \rangle \) be derivative spaces. We say that \( f : X \to Y \) is continuous if for all \( A \subseteq Y \), \( \rho_X f^{-1}(A) \subseteq f^{-1}\rho_Y(A) \). We say that \( f \) is an immersion if it satisfies the stronger condition \( \rho_X f^{-1}(A) \subseteq f^{-1}\rho_Y(A) \). Finally, \( f \) is a homeomorphism if it is a bijection satisfying \( \rho_X f^{-1}(A) = f^{-1}\rho_Y(A) \).

We are particularly interested in the case where \( X = Y \), which leads to the notion of *dynamic derivative system*.

**Definition 4.** A *dynamic derivative system* is a triple \( \mathcal{S} = \langle X, \rho, f \rangle \), where \( (X, \rho) \) is a derivative space and \( f : X \to X \) is a continuous map.

If \( \mathcal{S} = \langle X, \rho, f \rangle \) is such that \( \rho \) is the Cantor derivative associated with a metric \( \delta \), we say that \( \mathcal{S} \) is a *dynamic metric system* and identify it with the triple \( \{X, \delta, f\} \). If \( \rho = \downarrow_\subseteq \) for some transitive relation \( \subseteq \), we say that \( \mathcal{S} \) is a *dynamic Kripke frame* and identify it with the triple \( \{X, \subseteq, f\} \).

It will be convenient to characterise dynamic Kripke frames in terms of \( \subseteq \).

**Definition 5** (monotonicity and strict monotonicity). Let \( \langle W, \subseteq \rangle \) be a derivative frame. A function \( f : W \to W \) is monotonic if \( w \subseteq v \) implies \( f(w) \subseteq f(v) \), and strictly monotonic if \( w \subset v \) implies \( f(w) \subset f(v) \).

**Lemma 2.** If \( \langle W, \subseteq \rangle \) is a derivative frame and \( f : W \to W \), then

1. if \( f \) is monotonic, then it is continuous with respect to \( \downarrow_\subseteq \), and
2. if \( f \) is strictly monotonic, then it is an immersion with respect to \( \downarrow_\subseteq \).

Next we will discuss the *tangle operators*, which are important in spatial modal logic, as they are expressively equivalent to the \( \mu \)-calculus over the class of transitive Kripke frames, as shown by Dawar and Otto (2009). In the spatial context, the *tangled closure* was introduced by Fernández-Duque (2011b) and the *tangled derivative* was introduced by Goldblatt and Hodkinson (2017), who observed that Dawar and Otto’s result holds for metric spaces as well.

**Definition 6** (tangled derivative). Let \( \langle X, \rho \rangle \) be a derivative space and let \( \mathcal{S} \subseteq \varphi(X) \). Given \( A \subseteq X \), we say that \( \mathcal{S} \) is *tangled in \( A \) if for all \( S \in \mathcal{S} \), \( A \subseteq \rho(S \cap A) \). We define the *tangled derivative* of \( \mathcal{S} \) as

\[
\rho^\infty(S) := \bigcup \{ A \subseteq X : \mathcal{S} \text{ is tangled in } A \}.
\]

The *tangled closure* is then the special case of the tangled derivative where \( \rho \) is a closure operator, and we denote it by \( \rho^\infty \) (or \( c^\infty \) when working with a metric space).

**Dynamic Topological Logics**

In this section we discuss dynamic spatial (or ‘topological’) logic in the general setting of dynamic derivative systems.

Given a non-empty set \( PV \) of propositional variables, the language \( L_{\emptyset, \infty} \) is defined recursively as follows:

\[
\varphi ::= p \mid \varphi \land \varphi \mid \neg \varphi \mid \Diamond \varphi \mid \diamond \infty \Phi \mid \diamond \varphi.
\]

where \( p \in PV \) and \( \Phi \) is a finite sequence of formulas in \( L_{\emptyset, \infty} \). It consists of the Boolean connectives \( \land \) and \( \neg \), the temporal modality \( \Diamond \), the modality \( \diamond \) for the derivative operator, and the tangled derivative modality \( \diamond \infty \). As usual, \( \Box \defeq \neg \Diamond \neg \) is the dual of \( \Diamond \). The closure and interior modalities may be defined by \( \Box \varphi \defeq \varphi \land \varphi \) and \( \Box \varphi \defeq \varphi \lor \varphi \). Following (Goldblatt and Hodkinson 2017), we define \( \diamond \infty \Phi \equiv \Diamond \Phi \lor \diamond \infty \Phi \).

**Definition 7** (semantics). A *dynamic derivative model* (DDM) is a quadruple \( \mathfrak{M} = \langle X, \rho, \varphi \rangle \) where \( (X, \rho, f) \) is a dynamic derivative system and \( \varphi : PV \to \varphi(X) \) is a valuation function assigning a subset of \( X \) to each propositional letter in \( PV \). Given \( \varphi, \psi \in L_{\emptyset, \infty} \), we define the truth set \( \{ \varphi \} \subseteq X \) of \( \varphi \) inductively as follows:

- \( \{ p \} = \nu(p) \);
- \( \{ \neg \varphi \} = X \setminus \{ \varphi \} \);
- \( \{ \varphi \land \psi \} = \{ \varphi \} \cap \{ \psi \} \);
- \( \{ \Diamond \varphi \} = \rho(\{ \varphi \}) \);
- \( \{ \diamond \infty \varphi \} = \rho^\infty(\{ \varphi \}) \);
- \( \{ \diamond \varphi \} = \rho^{-1}(\{ \varphi \}) \).

We write \( \mathfrak{M}, x \models \varphi \) if \( x \in \{ \varphi \} \), and \( \mathfrak{M} \models \varphi \) if \( \{ \varphi \} = X \). We may write \( \models \{ \varphi \} \) or \( \models \varphi \) instead of \( \models \varphi \) when working with more than one model or valuation.

The notion of *validity* is defined as usual; if \( \mathcal{X} \) is a dynamic derivative system and \( \varphi \) is a formula, we write \( \mathcal{X} \models \varphi \) if \( \mathcal{X}, v \models \varphi \) for every valuation \( v \) on \( \mathcal{X} \). Similarly, if \( \Omega \) is a class of dynamical systems or models, we write \( \Omega \models \varphi \) and say \( \varphi \) is *valid on \( \Omega \)* if \( \mathcal{X} \models \varphi \) for every \( \mathcal{X} \in \Omega \).

We define other connectives (e.g. \( \lor, \to \)) as abbreviations in the usual way. The fragment of \( L_{\emptyset, \infty} \) that includes only \( \Diamond \) will be denoted by \( L_{\infty} \). In order to align with the familiar axioms of modal logic, it is convenient to discuss the semantics of \( \Box \). Accordingly, we define the dual of the derivative, called the *co-derivative*.

**Definition 8** (co-derivative). Let \( \langle X, \rho \rangle \) be a derivative space. For each \( S \subseteq X \) we define \( \rho(S) = X \setminus \rho(X \setminus S) \) to be the *co-derivative* of \( S \).

It can readily be checked that for every dynamic derivative model \( \langle X, \rho, f, \varphi \rangle \) and every formula \( \varphi \), \( \{ \Box \varphi \} = \rho(\{ \varphi \}) \).

The co-derivative can be used to define the standard interior of a set, given by \( \iota(A) = A \cap \rho(A) \) for each \( A \subseteq X \).

Let us list the axiom schemes and rules that we will consider in this paper. Below, if \( \Phi = \{ \varphi_1, \ldots, \varphi_n \} \) is a set of formulas then \( \Phi \equiv \{ \Diamond \varphi_1, \ldots, \Diamond \varphi_n \} \), and \( \Diamond \in \{ \Diamond, \Box \} \).

**Taut:** All propositional tautologies

- \( K \) := \Box(\varphi \to \psi) \to (\Box \varphi \to \Box \psi) \)
- \( 4 \) := \Box \varphi \to \Box \Box \varphi \)
- \( \text{MP} := \varphi \to \psi \to \Box \psi \)
- \( \text{T} := \Box \varphi \to \varphi \)
- \( \text{D} := \Diamond \top \)
- \( \text{Nec} := \varphi \to \Diamond \Diamond \Diamond \varphi \)
- \( \text{Nec} := \varphi \to \Diamond \Diamond \Diamond \varphi \)
Next_{Λ} := \bigcirc (\varphi \land \psi) \leftrightarrow \bigcirc \varphi \land \bigcirc \psi

C_{φ} := \bigcirc φ \rightarrow \bigcirc φ

\text{Fix}_{Ω} := φ \rightarrow \bigwedge_{φ} φ \land \bigdiamond (φ \land \bigdiamond φ)

\text{Ind}_{Ω} := \bigcirc (θ \rightarrow \bigwedge_{φ} φ \land (φ \land \bigdiamond θ)) \rightarrow (θ \rightarrow \bigdiamond φ)

\text{CTan}_{φ} := \bigcirc \land \bigdiamond φ \rightarrow \bigcirc \land \bigdiamond φ

The ‘base modal logic’ over L_Ω is given by K := Taut + K + MP + Nec. However, we are mostly interested in proper extensions of K. Let Λ, Λ’ be logics over languages L and L’. We say that Λ extends Λ’ if L’ ⊆ L and all the axioms and rules of Λ’ are derivable in Λ. A logic over L_Ω is normal if it extends K. If Λ is a logic and φ is a formula, we denote by Λ + φ the least extension of Λ which contains every substitution instance of φ as an axiom.

We write \vdash_{Λ} φ when φ is a theorem of Λ, or simply \vdash φ when Λ is clear from context. Recall that a logic Λ is sound for Ω if every theorem of Λ is valid on Ω, and complete if whenever Ω \models φ, it follows that \vdash_{Λ} φ.

We then define K4 := K + 4, K4D := K4 + D, and S4 := K4 + T. These logics are well known and characterise certain classes of spaces and Kripke frames which we review below. For a logic Λ, Λ_∞ denotes the logic Λ + Fix_{Ω} + Ind_{Ω} over L_Ω_{∞}.

For a logic Λ over L_Ω, ΛF is the logic over L_Ω given by ΛF := Λ + Next_{ω} + Next_{ω} + Nec_{ω}, i.e. by adding axioms of linear temporal logic to Λ, which hold whenever ◇ is interpreted using a function. In order to reason about continuous functions, we define

ΛC := ΛF + C_φ

ΛC_{∞} := Λ_∞ C + CTan_φ

ΛI := ΛF + C_φ

ΛI_{∞} := Λ_∞ I + CTan_φ.

As we will see, these correspond to derivative spaces with a continuous function or an immersion, respectively; accordingly, logics that include C_φ are immersive.

**Theorem 1.** S4 is the logic of all closure spaces, the logic of all transitive, reflexive derivative frames, and the logic of the real line with the standard closure (McKinsey and Tarski 1944), and K4 is the logic of all (finite) derivative frames (i.e., transitive Kripke frames) and of all (countable) metric spaces (Bezhanishvili and Lucero-Bryan 2012).

Logics with the C axioms correspond to classes of dynamical systems.

**Lemma 3.** If Λ is sound for a class of derivative spaces Ω, then:

1. ΛC is sound for the class of dynamic derivative systems (X, ρ, f), where (X, ρ) ∈ Ω and f is continuous.
2. ΛI is sound for the class of dynamic derivative systems (X, ρ, f), where (X, ρ) ∈ Ω and f is an immersion.

The above lemma is easy to verify from the definition of a continuous function in the context of derivative spaces (Definition 3). Note that ◇_∞ ◇ φ → ◇_∞ ◇ φ is not valid over the class of dynamic derivative spaces with a continuous function (see Example 3).

**Applications to Dynamical Systems**

Our logical framework is designed for the specification and formal reasoning about dynamical systems, especially those based on metric spaces. In many applications, the spaces used have the additional property that they are crowded, or dense-in-themselves i.e., they have no isolated points. This property is expressed by the axiom D, i.e. ◇ ⊤.

In the introduction, we mentioned an example involving satellites orbiting a centre of gravity. Let us revisit this example with our formal language in mind.

**Example 1** (centre of gravity). In Figure 1, we illustrate a model of bodies orbiting a centre of gravity on a plane. We may model this as \mathbb{R}^2 with a transition function f: \mathbb{R}^2 \rightarrow \mathbb{R}^2 corresponding to the movement of a body over a fixed time interval of \varepsilon seconds. We may then describe various properties of this system using dynamic spatial logic.

First, observe the region P. Points in this region will return to P after completing a full orbit (say, in time \tau), but not before that. This corresponds to the expression P → ◇_∞ P \land \neg \bigwedge_{i=0}^{n-1} ◇_i P. Conversely, the region Q is a unsafe zone which none of the three orbits indicated in the figure intersect. Accordingly, ◇P → \bigwedge_{i=0}^{n} ◇_i ◇ \neg Q holds in our model for every \tau; note that ◇ \neg Q means that we are inside the region \neg Q, not on the boundary. This is important in a spatial safety condition, since it means that we are guaranteed not to be in the unsafe region even if there is a small error in measurement.

This is a basic example of a dynamical system arising from a metric space which is influenced by a force, in this case gravity. Such forces can initiate different phenomena such as chaos in the system.

Given a dynamical system X = ⟨X, τ, f⟩, we say that f: X → X is topologically transitive if for every nonempty open sets U, V \in τ there exists n ≥ 0 such that f^n(U) \cap V \neq \emptyset. This is an important property that together with the set of periodic points of f being dense implies that X is a chaotic dynamical system (Devaney 2018); in a seminal result, Banks et al. (1992) showed that such systems exhibit sensitive dependence on initial conditions, i.e. the ‘butterfly effect’.

**Example 2.** Consider the dynamical system in Figure 2. Suppose that starting at each of the black points the function reaches the area P within n steps. Then the formula ◇_i \bigvee_{i=1}^{n} ◇ P captures the fact that each open neighbourhood of the red point contains a point reaching P after some amount of time bounded by n. The existence of such n is guaranteed by topological transitivity.

![Figure 2: A system exhibiting topological transitivity, the orbit of each open set intersects every other open set.](image)
Let us now turn our attention to spatial fixed points. We denote the language of the $\mu$-calculus by $L_\mu$. Dawar and Otto (2009) showed that the bisimulation-invariant fragment of monadic second order logic (MSO) is expressively equivalent to $L_{\mu\omega}$ over the class of finite $K4$ frames. As a corollary, we obtain that for every $\varphi \in L_\mu$, there is $\varphi^\omega \in L_{\mu\omega}$ such that $\varphi \leftrightarrow \varphi^\omega$ is valid over the class of metric spaces (Goldblatt and Hodkinson 2017). Thus no generality is lost when replacing $L_\mu$ with $L_{\mu\omega}$. When enriched with $\bigcirc$, we obtain a logic where all spatial fixed points can be expressed, but not those defined in terms of $\bigcirc$. Similarly, points (Baltag, Bezhanishvili, and Fernández-Duque 2021).

Example 3. In Figure 3, we see two dynamical systems based on linear transformations on the plane: on the left a rotation, and on the right, a trivial system that maps the entire plane to 0. The system on the left is an immersion (in fact, a homeomorphism), but the one on the right is not. Let $P$ be the top square on the left-hand figure (including both the interior and the boundary), and let $Q$ be the bottom square. It should be clear that $|Q \bigcirc \{P\}| = P$, since $P = d(P) = d(P \cap P)$. In other words, $P$ is perfect, i.e. it is closed and contains no isolated points. Similarly, points in $Q$ satisfy $\bigcirc \{P\}$, since every point of $Q$ satisfies $\bigcirc P$ and $Q$ is also perfect. Moreover, these points also satisfy $\bigcirc \{O\}$, since every point of $Q$ satisfies $\bigcirc P$ and $Q$ is also perfect. However, the map is still continuous, so $\bigcirc P$ holds on the origin, since $\bigcirc P$ is perfect, then $\bigcirc Q$ since $\bigcirc Q$ fails. However, the map is still continuous, so $\bigcirc \bigcirc \{P\}$ holds; this is an instance of the axiom $\text{CTan}_\emptyset$.

In contrast, let us consider the figure on the right, and let $O$ be the singleton containing the origin; $Q$ is as above. As before, we have that every point of $Q$ satisfies $\bigcirc Q$, hence since $Q$ is perfect, then $\bigcirc \{O\}$. However, the origin is an isolated point, i.e. not perfect, so it does not satisfy $\bigcirc \{O\}$.

It follows that points of $Q$ satisfy $\bigcirc \{O\} \land \lnot \bigcirc \bigcirc \{O\}$, and $\text{CTan}_\emptyset$ fails. However, the map is still continuous, so we expect $\text{CTan}_\emptyset$ to hold; and, indeed, we observe that $\bigcirc \{O\}$ holds on the origin, since $O \subseteq c(O)$. It readily follows that $\bigcirc \bigcirc \{O\} \rightarrow \bigcirc \bigcirc \{O\}$ is true in the model on the right, i.e. $\text{CTan}_\emptyset$ is valid.

Figure 3: Two dynamical systems on the plane.

Relational Completeness

In this section we show that the logics $K4C^\omega$, $K4DC^\omega$, $K4I^\omega$, and $K4DI^\omega$ have the finite model property by constructing finite models and truth preserving maps from these models to the canonical model.

The first step in our completeness proof is to define the standard canonical model $\mathfrak{M}_\omega = \langle W, \sqsubseteq, g, \nu \rangle$. This is done in a standard way, based on the set of maximal consistent theories, and has the following properties (see (Fernández-Duque and Montacute 2022)).

**Lemma 4.** 1. If $\Lambda$ extends $K4C$, then the canonical model of $\Lambda$ is transitive and monotonic.

2. If $\Lambda$ extends $K4I$, then the canonical model of $\Lambda$ is transitive and strictly monotonic.

3. If $\Lambda$ extends $K4D$, then the canonical model of $\Lambda$ is serial with respect to $\sqsubseteq$ (i.e., for all $w \in W$, there is $v \sqsubseteq w$).

Unfortunately, the standard truth lemma fails for the canonical model, so it is only a stepping stone in our proof and we must consider some related finite structures called ‘moments’. To define these, if $\sqsubseteq$ is a transitive relation on $A$, $\langle A, \sqsubseteq \rangle$ is called tree-like if whenever $a \sqsubseteq c$ and $b \sqsubseteq c$, it follows that $a \sqsubseteq b$ or $b \sqsubseteq c$. Moments record the ‘static’ information at a point.

**Definition 9** (moment). Fix $\Lambda \in \{K4, K4D\}$. A $\Lambda$-moment is a structure $m = \langle |m|, \sqsubseteq, \nu_m, r_m \rangle$, where $\langle |m|, \sqsubseteq \rangle$ is a finite tree-like $\Lambda$-frame with a root $r_m$, and $\nu_m$ is a valuation on $|m|$.

In order to also record ‘dynamic’ information, we stack up several moments together to form a ‘story’. Below, $\bigcup$ denotes a disjoint union and $f[S]$ denotes the image of a set $S$ under $f$.

**Definition 10** (story and immersive story). A story (with duration $I$) is a structure $\mathfrak{S} = \langle |S|, \sqsubseteq, f_\mathfrak{S}, \nu_\mathfrak{S}, r_\mathfrak{S} \rangle$ such that there exist $I < \omega$, moments $\mathfrak{S}_i = \langle |\mathfrak{S}_i|, \sqsubseteq_i, \nu_i, r_i \rangle$ for each $i \leq I$, and functions $(f_i)_{i < I}$ such that:

1. $|\mathfrak{S}| = \bigcup_{i < I} |\mathfrak{S}_i|$;

2. $\sqsubseteq = \bigcup_{i < I} \sqsubseteq_i$;

3. $\nu_\mathfrak{S}(p) = \bigcup_{i < I} \nu_i(p)$ for each variable $p$;

4. $r_\mathfrak{S} = r_0$;

5. $f_\mathfrak{S} = \text{Id}_I \cup \bigcup_{i < I} f_i$ with $f_i : |\mathfrak{S}_i| \rightarrow |\mathfrak{S}_{i+1}|$ being a monotonic map such that $f_\mathfrak{S}$ is root preserving: $f_i(r_i) = r_{i+1}$ for all $i < I$,

almost injective: for every $x, y \in |\mathfrak{S}_i|$, if $f_\mathfrak{S}(x) = f_\mathfrak{S}(y)$ then $f_\mathfrak{S}(x)$ is irreflexive,

cluster-preserving: for every $x \in |\mathfrak{S}|$, $C(f_\mathfrak{S}(x)) = f_\mathfrak{S}[C(x)]$, and

stabilising: $f_I$ is the identity on $|\mathfrak{S}_I|$.

If moreover each $f_i$ is strictly monotonic and injective, we say that $\mathfrak{S}$ is an immersive story. If each $\mathfrak{S}_i$ is a $\Lambda$-moment we say that $\mathfrak{S}$ is a $\LambdaC$-story, and if $\mathfrak{S}$ is immersive we say that $\mathfrak{S}$ is a $\LambdaI$-story.
If $w \prec v$, then there exists $v \in W_c$ with $w \in W_c$ and $v \in v$.

(iv) If $w \in W_c$, then there exists $v \in W_c$ and $v \in v$.

(v) If $w \equiv v$, then $w \equiv v$.

(vi) $\equiv$ is transitive.

In the study of modal logic, it is often useful to work with morphisms between structures preserving validity of formulas. For Kripke semantics, such maps are called $p$-morphisms. These morphisms can be defined and generalised in the context of dynamic derivative spaces.

The relation $\equiv$ will allow us to weaken the conditions on $p$-morphisms and still obtain maps that preserve the truth of (some) formulas.

**Definition 11** ($\Phi$-morphism). Fix a logic $\Lambda$. Let $\mathfrak{M}_c^\Lambda = (W_c, \sqsubseteq, g_c, \nu_c)$ and let $m$ be a moment. A map $\pi : [m] \to W_c$ is called a $\Phi$-morphism if for all $x \in [m]$ the following conditions are satisfied:

1. $x \in v_m(p) \iff p \in \pi(x)$;
2. If $x \sqsubseteq_y y$, then $\pi(x) \sqsubseteq_{\pi(y)}$;
3. If $\pi(x) \equiv_{\pi(y)}$ for some $v \in W_c$, then there exists $y \in [m]$ such that $x \sqsubseteq_m y$ and $v = \pi(y)$.

We say that $\pi$ is distinguished if whenever $x$ is reflexive, then either $\pi(x)$ is $\theta$-final for some $\theta \in \mathcal{L}^D_\infty$ (not necessarily in $\Phi$), or else there is $y \equiv_m x$ such that $\pi(y) \neq \pi(x)$.

We also need a dynamic variant of a $\Phi$-morphism which takes the transition function into account.

**Definition 12** (dynamic $\Phi$-morphism). Fix a logic $\Lambda$. Let $\mathfrak{M}_c^\Lambda = (W_c, \sqsubseteq, g_c, \nu_c)$ and let $\mathfrak{S}$ be a story of duration $I$. A map $\pi : [\mathfrak{S}] \to W_c$ is called a dynamic $\Phi$-morphism if for all $i \leq I$, $\pi_i [\mathfrak{S}_i]$ is a $\Phi$-morphism and if $x \in [\mathfrak{S}_i]$ for some $i \leq I$, then $g_i(\pi(x)) = \pi(f_\mathfrak{S}(x))$.

We say that $\pi$ is a distinguished dynamic $\Phi$-morphism if each $\pi_i [\mathfrak{S}_i]$ is distinguished and for every reflexive $y \in [\mathfrak{S}_i]$, either $\pi(y)$ is $\theta$-final for some $\theta$, or $i > 0$ and $y \in f_\mathfrak{S} [\mathfrak{S}_i-1]$.

The key is that dynamic $\Phi$-morphism $\pi$ preserves the truth of formulas of suitable $\Diamond$-depth.

**Lemma 6** (truth preservation). Let $\mathfrak{S}$ be a story of duration $I$ and let $x \in [\mathfrak{S}_0]$. Let $\pi$ be a dynamic $\Phi$-morphism into the canonical model of some normal logic $\Lambda$ extending $\mathbf{K}4\mathbf{C}^\infty$. Suppose that $\phi \in \Phi$ is a formula of $\Diamond$-depth at most $I$, and either $\Lambda$ and $\mathfrak{S}$ are immersive or $\pi$ is distinguished. Then, $\phi \in \pi(x)$ iff $x \in [\phi]$. $\mathfrak{S}$.

The final ingredient in our completeness proof is the fact that every point in the canonical model is a dynamic $\Phi$-morphic image of a suitable story.

**Proposition 1.** Let $\Lambda$ be any of $\mathbf{K}4\mathbf{C}^\infty$, $\mathbf{K}4\mathbf{DC}^\infty$, $\mathbf{K}4\mathbf{I}^\infty$, or $\mathbf{K}4\mathbf{DI}^\infty$. Given $I < \omega$ and $w \in W_c$, there is a story $\mathfrak{S}$ of duration $I$ and a dynamic $\Phi$-morphism $\pi : [\mathfrak{S}] \to W_c$ with $w = \pi(r_\mathfrak{S})$, such that either $\Lambda$ and $\mathfrak{S}$ are immersive or $\pi$ is distinguished.

This proposition is proven via a ‘step-by-step’ construction. First, we build a story of duration $1$ by constructing the first moment. Then, we iteratively add a new moment in such a way that the required transition function always exists between one moment and the next. It follows that every satisfiable formula is also satisfiable on a finite story, hence satisfiable on a finite model. We obtain Kripke completeness for our logics, where soundness follows from Lemma 3.

**Theorem 2.** The logics $\mathbf{K}4\mathbf{C}^\infty$, $\mathbf{K}4\mathbf{DC}^\infty$, $\mathbf{K}4\mathbf{I}^\infty$ and $\mathbf{K}4\mathbf{DI}^\infty$ are sound and complete for their respective classes of finite dynamic Kripke frames.

From completeness and FMP, we obtain decidability.

**Corollary 1.** Each of the logics $\mathbf{K}4\mathbf{C}^\infty$, $\mathbf{K}4\mathbf{DC}^\infty$, $\mathbf{K}4\mathbf{I}^\infty$ and $\mathbf{K}4\mathbf{DI}^\infty$ is decidable.
Metric Completeness

Next we ‘lift’ Theorem 2 to metric spaces. We first need to prepare our stories for this procedure. First, we assume that if \( w \) is any reflexive point then there is \( w' \neq w \) such that \( w \equiv w' \) and \( \pi(w) = \pi(w') \); i.e., there are at least two copies of each reflexive point in each cluster. This is not a problem, since every model is bisimilar to one with this property. Second, following Kremer and Mints (Kremer and Mints 2007), we need to add limits to our Kripke models.

Definition 13. Let \( \mathfrak{F} = (W, \sqsubseteq, g) \) be a finite dynamic Kripke frame. A path through \( \mathfrak{F} \) is an infinite sequence \( \vec{w} = (w_i)_{i=0}^{\infty} \) such that \( w_i \sqsubseteq w_{i+1} \). A finite path is defined similarly but has finitely many elements. The set of (infinite) paths is denoted \( \vec{W} \).

For a path \( \vec{w} = (w_i)_{i=0}^{\infty} \), we define \( g(\vec{w}) = (g(w_i))_{i=0}^{\infty} \). A limit assignment is a function \( \lim \) assigning to each \( \vec{w} \in \vec{W} \) an element \( \lim \vec{w} \in W \) such that \( \lim \vec{w} \) occurs infinitely often in \( \vec{w} \), and such that \( \lim g(\vec{w}) = g(\lim \vec{w}) \).

Every story admits a limit assignment. The key observation is then that the paths on a Kripke frame form a metric space.

Definition 14. Let \( \mathfrak{F} = (W, \sqsubseteq, g) \) be a finite dynamic Kripke frame with a limit assignment. We define a metric \( \delta \) on \( \vec{W} \) such that \( \delta(\vec{w}, \vec{v}) = 0 \) if \( \vec{w} = \vec{v} \), and otherwise \( \delta(\vec{w}, \vec{v}) = 2^{-n} \) for the least \( n \) such that \( w_n \neq v_n \).

Proposition 2. Let \( \mathfrak{F} = (W, \sqsubseteq, g) \) be a finite story such that every reflexive cluster has at least two elements, and let \( \lim \) be a limit assignment on \( \mathfrak{F} \). The structure \( \mathfrak{F} = (\vec{W}, \delta, g) \) is a dynamic metric system, and \( \lim: \vec{W} \rightarrow W \) is a dynamic \( p \)-morphism. Moreover, if \( g \) is immersive, then so is \( g \).

We wish to show that \( \vec{W} \) is in fact homeomorphic to a subset of the Cantor space. For this we use the following two results.

Theorem 3 (Brouwer, see e.g. (van Mill 2001)). A metric space is a Cantor space if and only if it is non-empty, perfect, compact, and totally disconnected.

In particular, it is well known that the set of branches on the infinite binary tree is homeomorphic to the Cantor set. It is not hard to see that this binary tree is of the form \( \vec{W} \), where \( W \) is a two-element cluster. More generally, \( \vec{W} \) is always a Cantor set, provided some mild conditions are satisfied. Completeness for the Cantor space then follows (see Theorem 4 below). Finally, we prove completeness for subspaces of the rational numbers, using the following.

Proposition 3 (Sierpinski 1920). Every two perfect countable metric spaces are homeomorphic to each other.

For this, we focus our attention on a countable subspace of \( \vec{W} \); namely, those sequences that are eventually constant. Given a frame \((W, \sqsubseteq)\), define \( \vec{W}_0 \) to be the set of all \( \vec{w} \in \vec{W} \) such that there is \( n \in \mathbb{N} \) such that \( w_n = w_m \) for all \( n > m \). Clearly, \( \vec{W}_0 \) is countable if \( W \) is finite, and it inherits the metric (which we denote \( \delta_0 \)) from \( \vec{W} \). The space \( \vec{W}_0 \) is always homeomorphic to a subset of \( \mathbb{Q} \), and completeness for the rationals follows.

Theorem 4. Let \( X \) be either \( \mathbb{Q} \) or the Cantor set.

1. \( K4C^{\infty} \) is complete for the class of dynamic metric systems based on a closed subspace of \( X \).
2. \( K4I^{\infty} \) is complete for the class of immersive dynamic metric systems based on a closed subspace of \( X \).
3. \( K4DC^{\infty} \) is complete for the class of dynamic metric systems based on \( X \).
4. \( K4DI^{\infty} \) is complete for the class of immersive dynamic metric systems based on \( X \).

Conclusion

We have developed dynamic spatial logics based on the spatial \( \mu \)-calculus, in its tangled presentation, and introduced various axiomatic systems that are sound and complete for their intended interpretations over dynamical systems based on a metric space. We showed that these completeness results in particular apply to the Cantor space and the rational numbers – two ‘canonical’ metric spaces.

One may also consider interpretations based on the real line, or on Euclidean spaces in general. Fernández-Duque (2007) showed that \( S4C \) is complete for the plane, but we cannot expect similar results for \( K4DC^{\infty} \), in view of results by Lucero-Bryan (2013) and Shehtman (1990). However, it may well be possible to define extensions of \( K4DC^{\infty} \) that are complete for Euclidean spaces. Determining the dynamic derivational logics of Euclidean spaces remains a challenging direction for future research. Even in the setting of closure semantics, the dynamic spatial logic of the real line is a long-standing open problem (Nogin and Nogin 2008).

Finally, there is the issue of extending our language to include the ‘henceforth’ operator. It is our expectation that the Cantor-derivative logic of all dynamic metric systems may be axiomatised using the tangled derivative, much as the tangled closure was used to provide an axiomatisation of the closure-based \( DTL \) (Fernández-Duque 2012). Fernández-Duque showed how the tangled closure is essential in axiomatising \( DTL \) with the ‘henceforth’ operator, and in future work we plan to show how the same can be done for \( DTL \) with the Cantor derivative. This follows the work of Fernández-Duque and Montacute who provided a complete axiomatisation for \( DTL \) with the Cantor derivative and ‘henceforth’ for the class of scattered spaces (Fernández-Duque and Montacute 2023). In this context, we are specifically interested in axiomatising the class of chaotic systems. We believe that the present work is an important step towards achieving this goal.
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