Fashion image editing aims to edit an input image to obtain richer or distinct visual clothing matching effects. Existing global fashion image editing methods are difficult to achieve rich outfit combination effects while local fashion image editing is more in line with the needs of diverse and personalized outfit matching. The local editing techniques typically depend on text and auxiliary modalities (e.g., human poses, human keypoints, garment sketches, etc.) for image manipulation, where the auxiliary modalities essentially assist in locating the editing region. Since these auxiliary modalities usually involve additional efforts in practical application scenarios, text-driven fashion image editing shows high flexibility. In this paper, we propose TexFit, a text-driven Fashion Image Editing method using diffusion models, which performs the local image editing only with the easily accessible text. Our approach employs a text-based editing region location module to predict precise editing region in the fashion image. Then, we take the predicted region as the generation condition of diffusion models together with the text prompt to achieve precise local editing of fashion images while keeping the rest part intact. In addition, previous fashion datasets usually focus on global description, lacking local descriptive information that can guide the precise local editing. Therefore, we develop a new DFMM-Spotlight dataset by using region extraction and attribute combination strategies. It focuses locally on clothes and accessories, enabling local editing with text input. Experimental results on the DFMM-Spotlight dataset demonstrate the effectiveness of our model. Code and Datasets are available at https://texfit.github.io/.

Abstract

The purpose of fashion image editing is to manipulate the clothes and accessories in the given fashion image to show the desired outfit combination for users. Successful applications of fashion image editing algorithms enable users and designers to visualize a personalized clothing in a realistic and visually convincing manner (Jiang and Fu 2017; Pernuš et al. 2023; Baldrati et al. 2023; Lin et al. 2023). This topic has inspiring potential different fields, such as online apparel sales and social media. With the development of generative models, significant research efforts have been devoted towards fashion image manipulation (Jiang and Fu 2017; Patashnik et al. 2021; Xia et al. 2021; Huang et al. 2022; Pernuš et al. 2023; Baldrati et al. 2023; Lin et al. 2023).

Most of existing fashion image editing methods are designed to perform global editing, which refers to the overall style and semantic manipulation of fashion images. They generally follow a pipeline by manipulating the latent code mapped to a latent space, generating an edited image. Due to the holistic character of image manipulation, these methods unable to meet the personalized demand for precise local editing of fashion images. Other than global editing, local editing methods can apply local constraints to restrict the execution region of the editing actions in the fashion image to acquire a fashion image that is modified in the specified region. Compared to global editing methods, local fashion image editing is superior in obtaining diverse and personalized outfit-matching effects. Thus in this paper, we focuses on local editing for fashion images.

For local fashion image editing, existing methods are usually based on GAN designs (Kim, Kim, and Lee 2019; Dong et al. 2020), and generally involve multimodal data (e.g., text, human poses, cloth segmentation, human keypoints, garment sketches, etc.) for local guided editing (Kim, Kim, and Lee 2019; Dong et al. 2020; Baldrati et al. 2023). These local editing methods suffer from two limitations. First, they depend on auxiliary modalities other than text. Compared with text modality, other modalities such as human poses and garment sketches involve additional efforts in practical application scenarios. Secondly, most of the current methods are designed based on GAN. GAN-based methods are not easily trained and struggle to produce high-quality generated images with abundant details. More recently, diffusion models (Ho, Jain, and Abbeel 2020; Song, Meng, and Ermon 2020; Dhariwal and Nichol 2021; Rombach et al. 2022) have demonstrated their dominance in image generation and editing. Additionally, diffusion models are easier to train than GAN-based methods. Hence we tend to develop a text-only local fashion image editing method based on the diffusion models, as illustrated in Figure 1.

In view of the problem of how to use text only for local fashion image editing, it is not difficult to find that existing approach Multimodal Garment Designer (Baldrati et al. 2023) completes the precise positioning of the editing region in the fashion image because of the usage of additional
Figure 1: Given an input fashion image and a text prompt, our proposed method TexFit can perform precise local image editing and obtain rich outfit-matching effects.

Figure 2: Comparison in input modalities between TexFit and other local fashion image editing methods.

image editing task. Our contributions are as follows:

- We propose a text-driven fashion image editing method using diffusion models, which only using the text as the initial generation condition, and could achieve close to the real effect of fashion image generation.
- We propose an editing region location model based on the text prompt to explicitly locate the editing region.
- We also create a new DFMM-Spotlight dataset, which is an image-region-text pair dataset that enables fine-grained text-guided local image editing.
- Experimental results on the DFMM-Spotlight dataset indicate that TexFit outperforms other comparative methods in terms of image fidelity and consistency between the editing region and the text prompt.
Related Works

Text-to-Image Generation Text-to-image generation is an important and challenging task, which aims to generate realistic images from natural language descriptions. Most of the early works are based on GANs (Reed et al. 2016; Zhang et al. 2017, 2018a; Xu et al. 2018). (Reed et al. 2016) firstly proposed the GAN-based method by combining text embedding vectors with a generator, it can effectively capture the semantic information in the description and generate realistic images. StackGAN (Zhang et al. 2017) and StackGAN++ (Zhang et al. 2018a) used a multi-stage progressive generative network structure to gradually increase the image resolution during the generation process. AttnGAN (Xu et al. 2018) applied the attention mechanism to the text-to-image generation process in order to align the text description and image content more accurately. Recently, diffusion models (Ho, Jain, and Abbeel 2020; Song, Meng, and Ermon 2020; Dhariwal and Nichol 2021; Rombach et al. 2022) have received much attention as an effective generative method, and have achieved state-of-the-art results in text-to-image generation. The diffusion model uses a stepwise diffusion process to gradually generate high-quality images by updating the noisy signal several times.

Text-Driven Image Editing Text-driven image editing is designed to enable precise editing of an image from a given text description. Text-driven image editing with GANs has been investigated extensively (Dong et al. 2017; Nam, Kim, and Kim 2018; Li et al. 2020; Patashnik et al. 2021; Xia et al. 2021). As the most powerful competitor of GANs recently, diffusion model shows its extraordinary performance in image editing. SDG (Liu et al. 2023), Blended Diffusion (Avrahami, Lischinski, and Fried 2022), and DiffusionCLIP (Kim, Kwon, and Ye 2022) leveraged the image-text feature alignment capability of CLIP (Radford et al. 2021) to perform text-driven editing of the image. Many works (Avrahami, Lischinski, and Fried 2022; Avrahami, Fried, and Lischinski 2023; Nichol et al. 2022) explored the possibility of using a manual mask to edit the specified region of an image while leaving the rest unchanged. However, providing manual mask is still an enormous work. DiffEdit (Couairon et al. 2022) and Prompt-to-Prompt (Hertz et al. 2022) achieved the goal of text-only editing by automatically predicting a mask before image editing. In the fashion domain, FICE (Pernuš et al. 2023) employed latent code regularization to enhance the GAN inversion process by leveraging CLIP textual embeddings to guide the fashion image editing process. Multimodal Garment Designer (Baldrati et al. 2023) proposed a multimodal-conditioned fashion image editing solution based on latent diffusion models.

Method

In this section, we propose a fashion image editing method using only text. Specifically, given a fashion image $x_0$, and the editing text prompt $P$, we expect to obtain a new fashion image $x$ edited according to the text prompt $P$ based on the original fashion image. The characteristics of the new fashion image, such as human body pose and identity, have to be consistent with the original image, and the manipulation in the image should be in accordance with the text prompt $P$. Since we only take the text prompt $P$ and original fashion image $x_0$ as our initial input during editing, different from (Baldrati et al. 2023), we do not use auxiliary data such as human poses, human keypoints and garment sketches that can provide editing region location information. In order to address this issue, we propose an text-based editing region location module to explicitly locate the editing region of the fashion image. Then, the editing region extracted by the location module is employed as the mask conditional input of diffusion models to complete fashion image editing. An overview of our method is shown in Figure 3.

Preliminaries

Diffusion Models In simple terms, diffusion models are a class of probabilistic generative models that turn noise to a representative data sample. The diffusion model consists of two processes: a forward diffusion and a reverse denoising process. Given data $x_0 \sim q(x)$, the forward diffusion process adds Gaussian noise to it over $T$ steps:

$$q(x_{1:T}|x_0) = \prod_{t=1}^{T} q(x_t|x_{t-1}),$$

where $\beta_t$ denotes the noise variance schedule, i.e., $\{\beta_t \in (0, 1)\}_{t=1}^{T}$. This forward process brings $x_t$ progressively closer to the standard Gaussian noise as $t$ increases. By reversing the forward diffusion process, we can obtain the reverse denoising process:

$$p_{\theta}(x_0; T) = p(x_T) \prod_{t=1}^{T} p_{\theta}(x_{t-1}|x_t),$$

where $p_{\theta}(x_0; t)$ is learnable while $\Sigma_{\theta}(x_t, t)$ is fixed as constants (Ho, Jain, and Abbeel 2020). In practice, in order to train the diffusion model, we have the objective function:

$$\mathbb{E}_{x_0,\epsilon,t}[\epsilon - \epsilon_{\theta}(x_t, t)]^2,$$

where $x_0$ denotes the input data, $\epsilon \sim N(0, I)$ represents the Gaussian noise added to the input data while $t$ is the denoising timestep. $\epsilon_{\theta}$ is the noise predictor that is used to estimate the added noise, which is typically implemented using U-Net (Ronneberger, Fischer, and Brox 2015). Once $\epsilon_{\theta}$ is trained it can be employed to generate an image from a completely random noise image after $T$ steps of denoising.

Latent Diffusion Models Differently from earlier diffusion models that operate at the image pixel level (Dhariwal and Nichol 2021; Nichol et al. 2022), latent diffusion models (LDMs) (Rombach et al. 2022) employ a pre-trained autoencoder to compress the image into a low-dimensional latent space for diffusion. The pre-trained autoencoder is composed of an encoder $E$ and a decoder $D$. To be specific, given an image $x \in \mathbb{R}^{H \times W \times 3}$, the encoder $E$ maps $x$ into a latent representation $z = E(x)$, and the decoder $D$ is adopted to reconstruct the image from the latent, i.e.,
Figure 3: Overview of our TexFit. We divide the entire editing process into two stages. In the first stage, we locate the editing region in the fashion image based on the text prompt, and then in the second stage we employ LDMs to precisely edit the visual content within the editing region of the fashion image.

\[ \tilde{x} = D(z) = D(E(x)), \quad \text{where } z \in \mathbb{R}^{h \times w \times 4}, \quad h, w \text{ are downsampling from } H, W. \]

By substituting the data point \( x \) in Eq. (3) with the encoded latent \( z \), the training objective function of LDMs can be derived as:

\[ \mathbb{E}_{x_0, c, t} \| \epsilon - \epsilon_\theta(z_t, t) \|^2. \quad (4) \]

When it comes to conditional generation, this can be implemented with a conditional denoising autoencoder \( \epsilon_\theta(z_t, t, c) \), where \( c \) denotes the conditional embedding. For a text-guided diffusion model, \( c \) could be the conditional embedding vector of a text prompt.

Considering the advantage that LDMs iteratively denoise data in a low-dimensional latent representation space to generate an image, this manner significantly reduces the computational resources required for image generation. Therefore, we develop our TexFit on top of the Stable Diffusion(Rombach et al. 2022) model.

Text-Driven Fashion Image Editing

Text-driven fashion image editing consists of two stages. Since text prompts implicitly contain region information needed for image editing, we use the Editing Region Location Module (ERLM) to locate and uncover hidden editing region information in the first stage. After obtaining the predicted editing region, we take it together with the text prompt as the generating condition for LDMs to perform the fashion image editing in the second stage.

Stage I: Text-Based Editing Region Location

Inspired by the pose-to-parsing module in (Jiang et al. 2022), we design the ERLM. Given a text prompt \( P \) describing a local outfit in a fashion image \( x_0 \), we expect to obtain a region mask \( M \in \{0, 1\}^{H \times W \times 1} \) corresponding to this description. The text prompt \( P \) is first fed into the pre-trained CLIP model to obtain a text embedding \( f_p \). And then the ERLM which is composed of an encoder \( E \) and a decoder \( D \) takes the fashion image \( x_0 \) and \( f_p \) as input. The function of layer \( i \) of the encoder \( E \) can be described as follows:

\[ f_{x_i} = E_i([f_{x_{i-1}}, B(f_p)]), \quad (5) \]

where \( f_p \) is broadcasted to have the same spatial size with \( f_{x_{i-1}} \) by the spatial broadcast operation \( B(\cdot) \), and \( f_{x_0} \) is set to \( x_0 \). The function of layer \( i \) of the decoder \( D \) is:

\[ \tilde{f}_{x_i} = D_i([f_{x_i}, \tilde{f}_{x_{i-1}}]). \quad (6) \]

We fed the output \( \tilde{f}_{x} \) of the last layer from the decoder \( D \) into fully convolutional layers to predict the editing region mask \( M \). The cross-entropy loss is employed to train the ERLM on the DFMM-Spotlight dataset.

Stage II: Fashion Image Editing with LDMs

Given the predicted editing region \( M \) obtained in stage I, the masked image can be represented by \( x_m = (1 - M) \odot x_0 \), where \( \odot \) denotes the element-wise multiplication operator. In order to preform the generation under the masked condition, we extend \( z_t \) defined in \( \epsilon_\theta(z_t, t, c) \) with \( z'_t = [z_t, m, z_m] \), where \( z_t \) is concatenated along the channel dimension by \( m \) and \( z_m, m \in \{0, 1\}^{h \times w \times 1} \) is downsampling from \( M \), and \( z_m = E(x_m) \) is the latent embedding of masked image \( x_m \). As a result, we get the final training objective function:

\[ \mathbb{E}_{x_0, m, z_m, c, t, P} \| \epsilon - \epsilon_\theta(z'_t, t, c) \|^2, \quad (7) \]

where \( \epsilon = \tau_\theta(P) \), \( \tau_\theta \) denotes the pre-trained CLIP text encoder taking the text prompt \( P \) as input.

During the inference process, we employ the classifier-free guidance technique introduced in (Ho and Salimans 2021), where the noise prediction at each step is weighted by the combination of unconditional and conditional predictions. Let \( \epsilon_\phi = \tau_\phi(w) \) as the unconditional embedding, the noise prediction at each inference step can be computed by:

\[ \tilde{\epsilon}_t = \epsilon_\theta(z'_t, t, c_\phi) + w \cdot (\epsilon_\theta(z'_t, t, c) - \epsilon_\theta(z'_t, t, c_\phi)), \quad (8) \]

where \( w \) represents the guidance scale; higher guidance scale encourages to generate the image that is closely linked to the text prompt \( P \).

To keep the identity of the person in the fashion image and the rest of the image except the editing region unchanged, we combine the edited fashion image \( x_m \) generated by the decoder \( D \) after the inference process with the original fashion image \( x_0 \). The final image \( \tilde{x} \) can be obtained by:

\[ \tilde{x} = M \odot x_m + (1 - M) \odot x_0, \quad (9) \]
where $M$ denotes the editing region predicted in stage I.

The DFMM-Spotlight Dataset
The text in the current fashion image-text pair dataset is mostly the description of the whole fashion image, lacking local descriptive information that can guide the precise editing of fashion images. In order to address this problem, we collect a new fashion image-region-text pair dataset called DFMM-Spotlight, highlighting local cloth.

Data Collection
Data Source We use the DeepFashion-MultiModal dataset (Jiang et al. 2022) as our data source. It contains 11,484 full-body images with human parsing labels of 24 classes. For each image, the dataset provides human parsing annotations including 24 semantic labels of clothes (top, outer, skirt, dress, pants, rompers), body components (hair, face, skin), and accessories (eyeglasses, belt, bag, etc.). Meanwhile, each image is also annotated with clothes shape, texture, and attributes.

Region Prompt Extraction The human parsing labels provided by the DeepFashion-MultiModal dataset can be used to extract Region Prompt. We selected five types of semantic labels from them, which are upper clothes (top), lower clothes (pants), outer clothes (outer), dresses (dress, rompers), and accessories (eyeglass, belt, bag). The pixels in the part of the image that matches the selected semantic label will be set to one, and the rest will be set to zero, resulting in a region prompt image.

Attributes Combination for Text Prompt The clothes shape attributes in the DeepFashion-MultiModal dataset include the length of upper clothes and lower clothes. The length of upper clothes is described as follows: sleeveless, short-sleeve, medium-sleeve, long-sleeve, and not long-sleeve; The length categories for lower clothes are three-point, medium short, three-quarter, and long. They can be called length attribute. Texture attributes mainly include clothes colors and clothes fabrics. Clothes colors fall into floral, graphic, striped, pure color, lattice, and color block. As for pure color, we classify them into specific colors (black, gray, red, blue, etc.) by identifying the HSV color space of the corresponding region. Clothes fabrics consist of denim, cotton, leather, furry, knitted, and chiffon. Similarly, they are referred to as color attribute and fabric attribute respectively. For each region prompt extracted in the previous step, we look for the cloth text (e.g., tank top, T-shirt, shorts, trousers) in the textual description annotation. Finally, we combine the length attribute, color attribute, fabric attribute, and cloth text as the Text Prompt.

Comparison with Other Datasets
We split the DFMM-Spotlight dataset into a training set with 21377 image-region-text pairs and a test set with 2379 pairs following the original split setting in the DeepFashion-MultiModal dataset. We will make this dataset publicly available and hope that it can aid in the investigation of techniques for the task of local fashion image editing.

Figure 4: Comparison of DFMM-Spotlight with other fashion datasets.

We compare the samples in the DFMM-Spotlight dataset with those in the current fashion dataset Fashion-Gen and DeepFashion-MultiModal, as illustrated in Figure 4. The text in Fashion-Gen describes a single clothing in the fashion image, although the fashion image also contains other clothes, which is prone to ambiguity. The textual description in the DeepFashion-MultiModal dataset is an overview of all the outfits worn in the fashion image. As a result, neither of the current datasets Fashion-Gen nor DeepFashion-MultiModal describes the fine-grained correspondence between text and garment regions, and thus cannot be applied to the local fashion image editing task. Compared with above datasets, our newly collected DFMM-Spotlight dataset acts like a spotlight, which can illuminate local clothing regions and associate them with brief text prompts to facilitate the local fashion image editing.

Experiments

Experimental Settings

Datasets The experiments are performed on the DFMM-Spotlight dataset. Since the number of test set pairs for DFMM-Spotlight is only 2379, we extend the test set to evaluate fashion image editing model introduced in the second stage. Specifically, we search for several textual descriptions describing the same cloth category (e.g., tank top, T-shirt, shorts, trousers) for each text prompt in the dataset. After the extension, we finally get the expanded test set with 10845 image-region-text pairs.

Baselines We choose three Stable Diffusion based image editing methods SDEdit (Meng et al. 2021), SD-Inpaint\(^1\), and DiffEdit (Couairon et al. 2022) as our comparable baselines. SDEdit partially adds noise to the input image and then denoise it for editing. We employ the SDEdit editing technique in the Img2Img function of Stable Diffusion. We set the strength parameter to 0.8, consistent with the original paper. SD-Inpaint is developed on the basis of Stable Diffusion with the extra capability of inpainting the pictures by using a mask. DiffEdit is an editing method that does not require a manual mask, the same as our proposed TexFit method. DiffEdit can produce an automatically computed mask by

\(^1\)https://huggingface.co/runwayml/stable-diffusion-inpainting
Comparing the prediction noise guided by the source text prompt and the editing text prompt.

Implementation Details All experiments are performed on a single NVIDIA RTX 3090. We downsample all images to $512 \times 256$ resolution in the experiments. ERLM is trained on DFMM-Spotlight for 100 epochs with a batch size of 8, adopting the Adam optimizer (Kingma and Ba 2015) and the learning rate is set as $1 \times 10^{-4}$. We employ Stable Diffusion v1.4 as the pre-trained model for our second-stage fashion image editing module and initialize additional channel weights after restoring the non-inpainting checkpoint. We finetune it for 140k steps on the DFMM-Spotlight dataset, using the AdamW optimizer (Loshchilov and Hutter 2018) and setting the learning rate to $1 \times 10^{-5}$. To save memory, we adopt the strategy of mixed precision (Micikevicius et al. 2018) and gradient accumulation, where the steps for gradient accumulation is set to 4 and the batch size is set to 1. For inference, we employ the PNDM scheduler (Liu et al. 2021) with 50 steps of iteration and set the classifier-free guidance scale $w$ to 7.5. In order to make a fair comparison, we employ Stable Diffusion v1.4 backbone finetuned on DeepFashion-MultiModal for SDEdit and DiffEdit. The finetuning hyperparameters of the backbone are consistent with our second-stage model.

Evaluation Metrics We adopt Fréchet Inception Distance (FID) (Heusel et al. 2017) and Learned Perceptual Image Patch Similarity (LPIPS) (Zhang et al. 2018b) to quantitatively assess the sample fidelity of the generated fashion images. Furthermore, to estimate whether the edited fashion images match the input text prompts, we employ the CLIP Score (CLIP-S) (Hessel et al. 2021). CLIP Score can be used to evaluate the correlation between a generated caption for an image and the actual content of the image. It has been found to be heavily associated with human judgement. We compute CLIP-S by filling the rest of the fashion image with white pixels except for the ground truth editing region.

<table>
<thead>
<tr>
<th>Method</th>
<th>FID (↓)</th>
<th>LPIPS (↓)</th>
<th>CLIP-S (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDEdit†</td>
<td>16.34</td>
<td>0.188</td>
<td>28.18</td>
</tr>
<tr>
<td>SD-Inpaint</td>
<td>12.90</td>
<td>0.063</td>
<td>26.87</td>
</tr>
<tr>
<td>DiffEdit†</td>
<td>17.53</td>
<td>0.105</td>
<td>26.28</td>
</tr>
<tr>
<td>TexFit (Ours)</td>
<td>10.77</td>
<td>0.052</td>
<td>28.10</td>
</tr>
</tbody>
</table>

Table 1: Quantitative comparison between baselines and our proposed method on the expanded DFMM-Spotlight test dataset. †: employ Stable Diffusion backbone finetuned on the DeepFashion-MultiModal dataset.

Comparison with Baselines We report the quantitative results of our TexFit and it competing methods on the DFMM-Spotlight test dataset in Table 1. In terms of the results of the FID and LPIPS metrics, our proposed TexFit method is superior regarding the fidelity of the fashion image after editing. By observing the results of CLIP-S, we find that TexFit has the competitive alignment result between the relevant region of the edited fashion image and the text prompt compared to other methods.

We show the qualitative comparison between the competing methods and our proposed method in Figure 5. It can be seen that TexFit can precisely locate the region of the fashion image to be edited according to the text prompt and present the semantic modifications in line with the text prompt.
We conduct ablation studies on the editing region location (Stage I) and fashion image editing (Stage II) parts of our proposed method. The results are shown in Table 2. ERLM refers to our proposed editing region location module in Stage I. GT Mask denotes the ground truth region mask in DFMM-Spotlight dataset. According to Table 2, both our fashion image editing module and ERLM show the best performance when the editing region location and fashion image editing module techniques are fixed respectively, which proves the effectiveness of these two modules. It is worth noting that when we combine the editing region mask generated by DiffEdit with our second-stage fashion image editing model, the fidelity of the image is greatly decreased, which indicates that the editing region located by DiffEdit lacks accuracy and causes considerable interference to our editing process. This further corroborates the validity of our proposed ERLM.

### Ablation Study

We propose a text-driven fashion image editing method based on diffusion models, which allows local editing of fashion images using readily available text in real application scenarios. The key design of our model lies in the application of the ERLM, which explicitly mines out the hidden editing region information in the text prompt. Furthermore, we collect a DFMM-Spotlight dataset based on the existing fashion DeepFashion-MultiModal dataset, which can provide fine-grained correspondence between the text prompt and the editing region for local fashion image editing. We conduct experiments on the newly collected DFMM-Spotlight dataset to demonstrate the effectiveness of our proposed method.

### Conclusion

In this paper, we propose a text-driven fashion image editing method based on diffusion models, which allows local editing of fashion images using readily available text in real application scenarios. The key design of our model lies in the application of the ERLM, which explicitly mines out the hidden editing region information in the text prompt. Furthermore, we collect a DFMM-Spotlight dataset based on the existing fashion DeepFashion-MultiModal dataset, which can provide fine-grained correspondence between the text prompt and the editing region for local fashion image editing. We conduct experiments on the newly collected DFMM-Spotlight dataset to demonstrate the effectiveness of our proposed method.
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