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Abstract

Traditional knowledge graph embedding (KGE) methods typically require preserving the entire knowledge graph (KG) with significant training costs when new knowledge emerges. To address this issue, the continual knowledge graph embedding (CKGE) task has been proposed to train the KGE model by learning emerging knowledge efficiently while simultaneously preserving decent old knowledge. However, the explicit graph structure in KGs, which is critical for the above goal, has been heavily ignored by existing CKGE methods. On the one hand, existing methods usually learn new triples in a random order, destroying the inner structure of new KGs. On the other hand, old triples are preserved with equal priority, failing to alleviate catastrophic forgetting effectively. In this paper, we propose a competitive method for CKGE based on incremental distillation (IncDE), which considers the full use of the explicit graph structure in KGs. First, we devise a novel incremental distillation mechanism, which facilitates the seamless transfer of entity representations from the previous layer to the next one, promoting old knowledge preservation. Finally, we adopt a two-stage training paradigm to avoid the over-corruption of old knowledge influenced by under-trained new knowledge. Experimental results demonstrate the superiority of IncDE over state-of-the-art baselines. Notably, the incremental distillation mechanism contributes to improvements of 0.2%-6.5% in the mean reciprocal rank (MRR) score. More exploratory experiments validate the effectiveness of InDE in proficiently learning new knowledge while preserving old knowledge across all time steps.

Introduction

Knowledge graph embedding (KGE) (Bordes et al. 2013; Wang et al. 2017; Rossi et al. 2021) aims to embed entities and relations from knowledge graphs (KGs) (Dong et al. 2014) into continuous vectors in a low-dimensional space, which is crucial for various knowledge-driven tasks, such as question answering (Bordes, Weston, and Usunier 2014), semantic search (Noy et al. 2019), and relation extraction (Li et al. 2022). Traditional KGE models (Bordes et al. 2013; Trouillon et al. 2016; Sun et al. 2019; Liu et al. 2020) only focus on obtaining embeddings of entities and relations in static KGs. However, real-world KGs constantly evolve, especially emerging new knowledge, such as new triples, entities, and relations. For example, during the evolution of DBpedia (Bizer et al. 2009) from 2016 to 2018, about 1 million new entities, 2,000 new relations, and 20 million new triples emerged (DBpedia 2021). Traditionally, when a KG evolves, KGE models need to retrain the models with the entire KG, which is a non-trivial process with huge training costs. In domains such as bio-medical and financial fields, it is significant to update the KGE models to support medical assistance and informed market decision-making with rapidly evolving KGs, especially with substantial new knowledge.

To this end, the continual KGE (CKGE) task has been proposed to alleviate this problem by using only the emerging knowledge for learning (Song and Park 2018; Daruna et al. 2021). In comparison with the traditional KGE, the key of CKGE lies in learning emerging knowledge well while preserving old knowledge effectively. As shown in Figure 1, new entities and relations (i.e., the new entity a, b, and c) should be learned to adapt to the new KG. Meanwhile, knowledge in the old KG (such as old entity d) should be preserved. Generally, existing CKGE methods can be categorized into three families: dynamic architecture-based,
replay-based, and regularization-based methods. Dynamic architecture-based methods (Rusu et al. 2016; Lomonaco and Maltoni 2017) preserve all old parameters and learn the emerging knowledge through new architectures. However, retaining all old parameters hinders the adaptation of old knowledge to the new knowledge. Replay-based methods (Lopez-Paz and Ranzato 2017; Wang et al. 2019; Kou et al. 2020) replay KG subgraphs to remember old knowledge, but recalling only a portion of the subgraphs leads to the destruction of the overall graph structure. Regularization-based methods (Zenke, Poole, and Ganguli 2017; Kirkpatrick et al. 2017; Cui et al. 2023) aim to preserve old knowledge by adding regularization terms. However, only adding regularization terms to the old parameters makes it infeasible to capture new knowledge well.

Despite achieving promising effectiveness, current CKGE methods still perform poorly due to the explicit graph structure of KGs being heavily ignored. Meanwhile, previous research has emphasized the crucial role of the graph structure in addressing graph-related continual learning tasks (Zhou and Cao 2021; Liang et al. 2022; Febrinant et al. 2023). Specifically, existing CKGE methods suffer from two main drawbacks: (1) First, regarding the new emerging knowledge, current CKGE methods leverage a random-order learning strategy, neglecting the significance of different triples in a KG. Previous studies have demonstrated that the learning order of entities and relations can significantly affect continual learning on graphs (Wei et al. 2022). Since knowledge in KGs is organized in a graph structure, a randomized learning order can undermine the inherent semantics conveyed by KGS. Hence, it is essential to consider the priority of new entities and relations for effective learning and propagation. Figure 1 illustrates an example where entity $a$ should be learned before entity $b$ since the representation of $b$ is propagated through $a$ from the old KG. (2) Second, regarding the old knowledge, current CKGE methods treat the memorization at an equal level, leading to inefficient handling of catastrophic forgetting (Kirkpatrick et al. 2017). Existing studies have demonstrated that preserving knowledge by regularization or distillation from important nodes in the topology structure is critical for continuous graph learning (Liu, Yang, and Wang 2021). Therefore, old entities with more essential graph structure features should receive higher preservation priority. In Figure 1, entity $a$ connecting more other entities should be prioritized for preservation at time $i + 1$ compared to entity $c$.

In this paper, we propose IncDE, a novel method for the CKGE task that leverages incremental distillation. IncDE aims to enhance the capability of learning emerging knowledge while efficiently preserving old knowledge simultaneously. Firstly, we employ hierarchical ordering to determine the optimal learning sequence of new triples. This involves dividing the triples into layers and ranking them through the inter-hierarchical and intra-hierarchical orders. Subsequently, the ordered emerging knowledge is learned layer by layer. Secondly, we introduce a novel incremental distillation mechanism to preserve the old knowledge considering the graph structure effectively. This mechanism incorporates the explicit graph structure and employs a layer-by-layer paradigm to distill the entity representation. Finally, we use a two-stage training strategy to improve the preservation of old knowledge. In the first stage, we fix the representation of old entities and relations. In the second stage, we train the representation of all entities and relations, protecting the old KG from disruption by under-trained emerging knowledge.

To evaluate the effectiveness of IncDE, we construct three new datasets with varying scales of new KGS. Extensive experiments are conducted on both existing and new datasets. The results demonstrate that IncDE outperforms all strong baselines. Furthermore, ablation experiments reveal that incremental distillation provides a significant performance enhancement. Further exploratory experiments verify the ability of IncDE to effectively learn emerging knowledge while efficiently preserving old knowledge.

To sum up, the contributions of this paper are three-fold:

- We propose a novel continual knowledge graph embedding framework IncDE, which learns and preserves the knowledge effectively with explicit graph structure.
- We propose hierarchical ordering to get an adequate learning order for better learning emerging knowledge. Moreover, we propose incremental distillation and a two-stage training strategy to preserve decent old knowledge.
- We construct three new datasets based on the scale changes of new knowledge. Experiments demonstrate that IncDE outperforms strong baselines. Notably, incremental distillation improves 0.2%-6.5% in MRR.

Related Work

Different from traditional KGE (Bordes et al. 2013; Trouillon et al. 2016; Kazemi and Poole 2018; Pan and Wang 2021; Shang et al. 2023), CKGE (Song and Park 2018; Daruna et al. 2021) allows KGE models to learn emerging knowledge while remembering the old knowledge. Existing CKGE methods can be divided into three categories. (1) Dynamic architecture-based methods (Rusu et al. 2016; Lomonaco and Maltoni 2017) dynamically adapt to new neural resources to change architectural properties in response to new information and preserve old parameters. (2) Memory reply-based methods (Lopez-Paz and Ranzato 2017; Wang et al. 2019; Kou et al. 2020) retain the learned knowledge by replaying it. (3) Regularization-based methods (Zenke, Poole, and Ganguli 2017; Kirkpatrick et al. 2017; Cui et al. 2023) alleviate catastrophic forgetting by imposing constraints on updating neural weights. However, these methods overlook the importance of learning new knowledge in an appropriate order for graph data. Moreover, they ignore how to preserve appropriate old knowledge for better integration of new and old knowledge. Several datasets for CKGE (Hamaguchi et al. 2017; Kou et al. 2020; Daruna et al. 2021; Cui et al. 2023) have been constructed. However, most of them restrict the new triples to contain at least one old entity, neglecting triples without old entities. In the evolution of real-world KGS like Wikipedia (Bizer et al. 2009) and Yago (Suchanek, Kasneci, and Weikum 2007), numerous new triples emerge without any old entities.
Preliminary and Problem Statement

Growing Knowledge Graph

A knowledge graph (KG) $G = (E, R, T)$ contains the collection of entities $E$, relations $R$, and triples $T$. A triple can be denoted as $(h, r, t) \in T$, where $h$, $r$, and $t$ represent the head entity, the relation, and the tail entity, respectively. When a KG grows with emerging knowledge at time $i$, it is denoted as $\hat{G}_i = (E_i, R_i, T_i)$, where $E_i$, $R_i$, $T_i$ are the collection of entities, relations, and triples in $\hat{G}_i$. Moreover, we denote $\Delta T_i = T_i - T_{i-1}$, $\Delta E_i = E_i - E_{i-1}$, and $\Delta R_i = R_i - R_{i-1}$ as new triples, entities, and relations, respectively.

Continual Knowledge Graph Embedding

Given a KG $G$, knowledge graph embedding (KGE) aims to embed entities and relations into low-dimensional vector space $\mathbb{R}$. Given head entity $h \in E$, relation $r \in R$, and tail entity $t \in E$, their embeddings are denoted as $h \in \mathbb{R}^d$, $r \in \mathbb{R}^d$, and $t \in \mathbb{R}^d$, where $d$ is the embedding size. A typical KGE model contains embedding layers and a scoring function. Embedding layers generate vector representations for entities and relations, while the scoring function assigns scores to each triple in the training stage.

Given a growing KG $\hat{G}_i$ at time $i$, continual knowledge graph embedding (CKGE) aims to update the embeddings of old entities $E_{i-1}$ and relations $R_{i-1}$ while obtaining the embeddings of new entities $\Delta E_i$ and relations $\Delta R_i$. Finally, embeddings of all entities $E_i$ and relations $R_i$ are obtained.

Methodology

Framework Overview

The framework of IncDE is depicted in Figure 2. Initially, when emerging knowledge appears at time $i$, IncDE performs hierarchical ordering on new triples $\Delta T_i$. Specifically, inter-hierarchical ordering is employed to divide $\Delta T_i$ into multiple layers using breadth-first search (BFS) expansion from the old graph $\hat{G}_{i-1}$. Subsequently, intra-hierarchical ordering is applied within each layer to further sort and divide the triples. Then, the grouped $\Delta T_i$ is trained layer by layer, with the embeddings of $E_{i-1}$ and $R_{i-1}$ inherited from the KGE model in previous time $i-1$. During training, incremental distillation is introduced. Precisely, if an entity in layer $j$ has appeared in a previous layer, its representation is distilled with the closest layer to the current one. Additionally, a two-stage training strategy is proposed. In the first stage, only the representations of new entities $\Delta E_i$ and relations $\Delta R_i$ are trained. In the second stage, all entities $E_i$ and relations $R_i$ are trained in the training process. Finally, the embeddings of $E_i$ and $R_i$ at time $i$ are obtained.

Hierarchical Ordering

To enhance the learning of the graph structure for emerging knowledge, we first order the triples $\Delta T_i$ at time $i$ in an inter-hierarchical way and an intra-hierarchical way, based on the importance of entities and relations, as shown in Figure 2. Ordering processes can be pre-calculated to reduce training time. Then, we learn the new triples $\Delta T_i$ layer by layer and in order. The specific ordering strategies are as follows.

Inter-Hierarchical Ordering

For inter-hierarchical ordering, we split all new triples $\Delta T_i$ into multiple layers $l_1, l_2, ..., l_n$ at time $i$. Since the representations of new entities $\Delta E_i$ are propagated from the representations of the old entities $E_{i-1}$ and old relations $R_{i-1}$, we split new triples $\Delta T_i$ based on the distance between new entities $\Delta E_i$ and old graph $\hat{G}_{i-1}$. We use the breadth-first search (BFS) algorithm to progressively partition $\Delta T_i$ from $\hat{G}_{i-1}$. First, we take the old graph as $l_0$. Then, we take all the new triples that contain old entities as the next layer, $l_1$. Next, we treat the new entities in $l_1$ as the seen old entities. Repeat the above two processes until no triples can be added to a new layer. Finally, we use all remaining triples as the final layer. This way, we initially divide all the new triples $\Delta T_i$ into multiple layers.

Intra-Hierarchical Ordering

The importance of the triples in graph structure is also critical to the order in which entities $E_i$ and relations $R_i$ are learned or updated at time $i$.
So for the triples of each layer, we further order them based on the importance of entities and relations in the graph structure, as shown in Figure 2 (a). To measure the importance of entities $E_i$ in the new triples $\Delta T_i$, we first calculate the node centrality of an entity $e \in E_i$ as $f_{nc}(e)$ as follow:

$$f_{nc}(e) = \frac{f_{neighbor}(e)}{N - 1}$$

(1)

where $f_{neighbor}(e)$ denotes the number of the neighbors of $e$, and $N$ denotes the number of entities in the new triples $\Delta T_i$ at time $i$. Then, in order to measure the importance of relations $R_i$ in the triples of each layer, we compute the betweenness centrality of a relation $r \in R_i$ as $f_{bc}(r)$:

$$f_{bc}(r) = \sum_{s, t \in E_i, s \neq t} \frac{\sigma(s, t|r)}{\sigma(s, t)}$$

(2)

where $\sigma(s, t)$ is the number of shortest paths between $s$ and $t$ in the new triples $\Delta T_i$, and $\sigma(s, t|r)$ is the number of $\sigma(s, t)$ passing through relation $r$. Specifically, we only compute $f_{nc}$ and $f_{bc}$ of emerging KGs, avoiding the graph being excessive. To obtain the importance of the triple $(h, r, t)$ in each layer, we compute the node centrality of the head entity $h$, the node centrality of the tail entity $t$, and the betweenness centrality of the relation $r$ in this triple. Considering the overall significance of entities and relations within the graph structure, we adopt $f_{nc}$ and $f_{bc}$ together. The final importance of each triple can be calculated as:

$$IT_{(h, r, t)} = \max(f_{nc}(h), f_{nc}(t)) + f_{bc}(r)$$

(3)

We sort the triples of each layer according to the values of their $IT$ values. The utilization of intra-hierarchical ordering guarantees the prioritization of triples that are important to the graph structure in each layer. This, in turn, enables more effective learning of the structure of the new graph.

Moreover, the intra-hierarchical ordering can help further split the intra-layer triples, as shown in Figure 2 (b). Since the number of triples in each layer is determined by the size of the new graph, it could be too large to learn. To prevent the number of triples in a particular layer from being too large, we set the maximum number of triples in each layer to be $M$. If the number of triples in one layer exceeds $M$, it can split into several layers not exceeding $M$ triples in the intra-hierarchical ordering.

**Distillation and Training**

After hierarchical ordering, we train new triples $\Delta T_i$ layer by layer at time $i$. We take TransE (Bordes et al. 2013) as the base KGE model. When training the $j$-th layer ($j > 0$), the loss for the original TransE model is:

$$L_{ckge} = \sum_{(h, r, t) \in l_j} \max(0, f(h, r, t) - f(h', r, t') + \gamma)$$

(4)

where $(h', r, t')$ is the negative triple of $(h, r, t) \in l_j$, and $f(h, r, t) = |h + r - t|_{L1/L2}$ is the score function of TransE. We inherit the embeddings of old entities $E_{i-1}$ and relations $R_{i-1}$ from the KGE model at time $i-1$ and randomly initialize the embeddings of new entities $\Delta E_i$ and relations $\Delta R_i$.

During training, we use incremental distillation to preserve the old knowledge. Further, we propose a two-stage training strategy to prevent the embeddings of old entities and relations from being overly corrupted at the start of training.

**Incremental Distillation** In order to alleviate catastrophic forgetting of the entities learned in previous layers, inspired by the knowledge distillation for KGE models (Wang et al. 2021; Zhu et al. 2022; Liu et al. 2023), we distill the entity representation in the current layer with the entities that have appeared in previous layers as shown in Figure 2. Specifically, if entity $e$ in the $j$-th ($j > 0$) layer has appeared in a previous layer, we distill it with the representation of $e$ from the nearest layer. The loss of distillation for entity $e_k$ ($k \in [1, |E_i|]$) is:

$$L_{distill}^k = \begin{cases} \frac{1}{2}(e'_{k} - e_k)^2, & |e'_{k} - e_k| \leq 1 \\ |e'_{k} - e_k| - \frac{1}{2}, & |e'_{k} - e_k| > 1 \end{cases}$$

(5)

where $e_k$ denotes the representation of entity $e_k$ in layer $j$, $e'_k$ denotes the representation of entity $e_k$ from the nearest previous layer. By distilling entities that have appeared in previous layers, we remember old knowledge efficiently. However, different entities should have different levels of memory for past representations. Entities with higher importance in the graph structure should be prioritized and preserved to a greater extent during distillation. Besides, the node centrality of the entity $f_{nc}$ similar to the betweenness centrality of the relation, we define the betweenness centrality $f_{bc}(e)$ of an entity $e$ at time $i$ as:

$$f_{bc}(e) = \sum_{s, t \in E_i, s \neq t} \frac{\sigma(s, t|e)}{\sigma(s, t)}$$

(6)

We combine $f_{bc}(e)$ and $f_{nc}(e)$ to evaluate the importance of an entity $e$. Concretely, when training the $j$-th layer, for each new entity $e_k$ appearing at the time $i$, we compute $f_{bc}(e_k)$ and $f_{nc}(e_k)$ to get the preliminary weight $\lambda_k$ as:

$$\lambda_k = \lambda_0 \cdot (f_{bc}(e_k) + f_{nc}(e_k))$$

(7)

where $\lambda_0$ is 1 for new entities that have already appeared in previous layers, and $\lambda_0$ is 0 for new entities that have not appeared. At the same time, we learn a matrix $W \in \mathbb{R}^{1 \times |E_i|}$ to dynamically change the weights of distillation loss for different entities. The dynamic distillation weights is:

$$[\lambda'_1, \lambda'_2, ..., \lambda'_{|E_i|}] = [\lambda_1, \lambda_2, ..., \lambda_{|E_i|}] \circ W$$

(8)

where $\circ$ denotes the Hadamard product. The final distillation loss for each layer $j$ at the time $i$ is:

$$L_{distill} = \sum_{k=1}^{|E_i|} \lambda'_k \cdot L_{distill}^k$$

(9)

When training the $j$-th layer, the final loss function can be calculated as:

$$L_{final} = L_{ckge} + L_{distill}$$

(10)

After layer-by-layer training for new triples $\Delta T_i$, all representations of entities $E_i$ and relations $R_i$ are obtained.
Two-Stage Training  During the training process, when incorporating the new triples $\Delta T_i$ into the existing graph $G_{i-1}$ at time $i$, the embeddings of old entities and relations that are not present in the new triples $\Delta T_i$ remain unchanged. However, the embeddings of old entities and relations that are included in the new triples $\Delta T_i$ are updated. Therefore, in the initial stage of each time $i$, part of the representations of entities $E_{i-1}$ and relations $R_{i-1}$ in the old graph $G_{i-1}$ will be corrupted by the new entities $\Delta E_i$ and relations $\Delta R_i$ that are not fully trained. To solve this problem, IncDE uses a two-stage training strategy to preserve the knowledge in the old graph better, as shown in Figure 2. In the first training stage, IncDE freezes the embeddings of all old entities $E_{i-1}$ and relations $R_{i-1}$ and trains only the embeddings of new entities $\Delta E_i$ and relations $\Delta R_i$. Then, IncDE trains the embeddings of all entities $E_i$ and relations $R_i$ in the new graph in the second training stage. With the two-stage training strategy, IncDE prevents the structure of the old graph from disruption by new triples in the early training phase. At the same time, the representations of entities and relations in the old graph and those in the new graph can be better adapted to each other during training.

**Experiments**

**Experimental Setup**

**Datasets**  We use seven datasets for CKGE, including four public datasets (Cui et al. 2023): ENTITY, RELATION, FACT, HYBRID, as well as three new datasets constructed by us: GraphEqual, GraphHigher, and GraphLower. In ENTITY, RELATION, and FACT, the number of entities, relations, and triples increases uniformly at each time step. In HYBRID, the sum of entities, relations, and triples increases uniformly over time. However, these datasets constrain knowledge growth, requiring new triples to include at least one existing entity. To address this limitation, we relax these constraints and construct three new datasets: GraphEqual, GraphHigher, and GraphLower. In GraphEqual, the number of triples consistently increases by the same increment at each time step. In GraphHigher and GraphLower, the increments of triples become higher and lower, respectively. Detailed statistics for all datasets are presented in Table 1. The time step is set to 5. The train, valid, and test sets are allocated 3:1:1 for each time step. The datasets are available at https://github.com/seukgcode/IncDE.

**Baselines**  We select two kinds of baseline models: non-continual learning methods and continual learning-based methods. First, we select a non-continual learning method, Fine-tune (Cui et al. 2023), which is fine-tuned with the new triples each time. Then, we select three kinds of continual learning-based methods: dynamic architecture-based, memory replay-based baselines, and regularization-based. Specifically, the dynamic architecture-based methods are PNN (Rusu et al. 2016) and CWR (Lomonaco and Maltoni 2017). The memory replay-based methods are GEM (Lopez-Paz and Ranzato 2017), EMR (Wang et al. 2019), and DiCGR (Kou et al. 2020). The regularization-based methods are SI (Zenke, Poole, and Ganguli 2017), EWC (Kirkpatrick et al. 2017), and LKGE (Cui et al. 2023).

**Metrics**  We evaluate our model performance on the link prediction task. Particularly, we replace the head or tail entity of the triples in the test set with all other entities and then compute and rank the scores for each triple. Then, we compute MRR, Hits@1, and Hits@10 as metrics. The higher the MRR, Hits@1, and Hits@10, the better the model works. At time $i$, we use the mean of the metrics tested on all test sets at the time [1, $i$] as the final metric. The main results are obtained from the model generated at the last time.

**Settings**  All experiments are implemented on the NVIDIA RTX 3090Ti GPU with the PyTorch (Paszke et al. 2019). In all experiments, we set TransE (Bordes et al. 2013) as the base KGE model and the max size of time as 5. The embedding size for entities and relations is 200. We tune the batch size in [512, 1024, 2048]. We choose Adam as the optimizer and set the learning rate from [1e-5, 1e-4, 1e-3] in our experiments. We set the max number of triples in each layer $M$ in [512, 1024, 2048]. To ensure fairness, all experimental results are averages of 5 running times.

**Results**

**Main Results**  The results of the main experiments on the seven datasets are reported in Table 2 and Table 3.

Firstly, it is worth noting that IncDE exhibits a considerable improvement when compared to Fine-tune. Specifically, IncDE demonstrates enhancements ranging from 2.9%-10.6% in MRR, 2.4%-7.2% in Hits@1, and 3.7%-17.5% in Hits@10 compared to Fine-tune. The results suggest that direct fine-tuning leads to catastrophic forgetting.
Secondly, IncDE outperforms all CKGE baselines. Notably, IncDE achieves improvements of 1.5%-19.6%, 1.0%-12.4%, and 1.9%-34.6%, respectively, in MRR, Hits@1, and Hits@10 compared to dynamic architecture-based approaches (PNN and CWR). Compared to replay-based baselines (GEM, EMR, and DiCGRL), IncDE improves 2.5%-14.6%, 1.9%-9.4%, and 3.3%-23.7% in MRR, Hits@1, and Hits@10. Moreover, IncDE obtains 0.6%-11.3%, 0.5%-8.2%, and 0.4%-17.2% improvements in MRR, Hits@1, and Hits@10 compared to regularization-based methods (SI, EWC, and LKGE). These results demonstrate the superior performance of IncDE on growing KGs.

Thirdly, IncDE exhibits distinct improvements across different types of datasets when compared to the strong baselines. In datasets with equal growth of knowledge (ENTITY, RELATION, FACT, HYBRID, and GraphEqual), IncDE has an average improvement of 1.4% in MRR over the state-of-the-art methods. In datasets with unequal growth of knowledge (GraphHigher and GraphLower), IncDE demonstrates an improvement of 1.8%-2.0% in MRR over the optimal methods. It means that IncDE is particularly well-suited for scenarios involving unequal knowledge growth. Notably, when dealing with a more real-scenario-aware dataset, GraphHigher, where a substantial amount of new knowledge emerges, IncDE demonstrates the most apparent advantages compared to other strongest baselines by 2.0% in MRR. It indicates that IncDE performs well when a substantial amount of new knowledge is emerging. Therefore, we verify the scalability of IncDE in datasets (GraphHigher, GraphLower, and GraphEqual) with varying sizes (triples from 10K to 160K, from 160K to 10K, and the remaining 62K). In particular, we observe that IncDE only improves by 0.6%-0.7% in MRR on RELATION and FACT compared to the best results among all baselines, where the improvements are insignificant as other datasets. This can be attributed to the limited growth of new entities in these two datasets, indicating that IncDE is highly adaptable to situations where the number of entities varies significantly. In real life, the number of relations between entities remains relatively stable, while it is the entities themselves that appear in large numbers. This is where IncDE excels in its adaptability. With its robust capabilities, IncDE can effectively handle the multitude of entities and their corresponding relations, ensuring seamless integration and efficient processing.

### Ablation Experiments
We investigate the effects of hierarchical ordering, incremental distillation, and the two-stage training strategy, as depicted in Table 4 and Table 5. Firstly, when we remove the incremental distillation, there is a significant decrease in the model performance. Specifically, the metrics decrease by 0.2%-6.5% in MRR, 0.1%-5.2% in Hits@1, and 0.2%-11.6% in Hits@10. These findings highlight the crucial role of incremental distillation in effectively preserving the structure of the old graph while simultaneously learning the representation of the new graph. Secondly, there is a slight decline in model performance when we eliminate the hierarchical ordering and two-stage training strategy. Specifically, the metrics decrease by 0.2%-6.5% in MRR, 0.1%-5.2% in Hits@1, and 0.2%-11.6% in Hits@10. These findings highlight the crucial role of incremental distillation in effectively preserving the structure of the old graph while simultaneously learning the representation of the new graph. Secondly, there is a slight decline in model performance when we eliminate the hierarchical ordering and two-stage training strategy. Specifically, the metrics decrease by 0.2%-6.5% in MRR, 0.1%-5.2% in Hits@1, and 0.2%-11.6% in Hits@10. These findings highlight the crucial role of incremental distillation in effectively preserving the structure of the old graph while simultaneously learning the representation of the new graph. Finally, when we remove the two-stage training strategy, there is a significant decrease in the model performance. Specifically, the metrics decrease by 0.2%-6.5% in MRR, 0.1%-5.2% in Hits@1, and 0.2%-11.6% in Hits@10. These findings highlight the crucial role of incremental distillation in effectively preserving the structure of the old graph while simultaneously learning the representation of the new graph. Finally, when we remove the two-stage training strategy, there is a significant decrease in the model performance. Specifically, the metrics decrease by 0.2%-6.5% in MRR, 0.1%-5.2% in Hits@1, and 0.2%-11.6% in Hits@10. These findings highlight the crucial role of incremental distillation in effectively preserving the structure of the old graph while simultaneously learning the representation of the new graph. Finally, when we remove the two-stage training strategy, there is a significant decrease in the model performance. Specifically, the metrics decrease by 0.2%-6.5% in MRR, 0.1%-5.2% in Hits@1, and 0.2%-11.6% in Hits@10. These findings highlight the crucial role of incremental distillation in effectively preserving the structure of the old graph while simultaneously learning the representation of the new graph.

### Performance of IncDE in Each Time
Figure 3 shows how well IncDE remembers old knowledge at different times. First, we observe that on several test data (D1, D2, D3, D4 in ENTITY; D3, D4 in HYBRID), the performance of IncDE decreases slightly by 0.2%-3.1% with increasing
In order to verify that IncDE can learn emerging knowledge well and remember old knowledge efficiently, we study the effect of IncDE and Fine-tune each time on the new KG and old KGs, respectively, as shown in Figure 4. To assess the performance on old KGs, we calculated the mean value of the MRR across all past time steps. Firstly, we observe that IncDE outperforms Fine-tune on the new KG, with a higher MRR ranging from 0.5% to 5.5%. This indicates that IncDE is capable of effectively learning emerging knowledge. Secondly, IncDE has 3.8%-11.2% higher than Fine-tune on old KGs in MRR. These findings demonstrate that IncDE mitigates the issue of catastrophic forgetting and achieves more efficient retention of old knowledge.

**Effect of Maximum Layer Sizes** To investigate the effect of the max size of each layer $M$ in incremental distillation on model performance, we study the performances of IncDE models at the last time with different $M$, as shown in Figure 5. First, we find that the model performance on all datasets rises with $M$ in the range of $[128, 1024]$. This indicates that, in general, the higher $M$, the more influential the incremental distillation becomes. Second, we observe a significant performance drop on some datasets when $M$ reaches 2048. It implies that too large an $M$ could lead to too...
Table 6: Results of the case study. We use the model generated at time 5 and randomly select a query appearing in ENTITY at time 1 for prediction. The italic one is the query, and the bold ones are true prediction results.

<table>
<thead>
<tr>
<th>Query</th>
<th>(Arizona State University, major_field_of_study, ?)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>Top 3 Candidates</td>
</tr>
<tr>
<td>EWC</td>
<td>Medicine, Electrical engineering, Computer Science</td>
</tr>
<tr>
<td>PNN</td>
<td>Medicine, Electrical engineering, Computer Science</td>
</tr>
<tr>
<td>LKGE</td>
<td>English Literature, Computer Science, Political Science</td>
</tr>
<tr>
<td>IncDE</td>
<td>Computer Science, University of Tehran, Medicine</td>
</tr>
<tr>
<td>w/o HO</td>
<td>Computer Science, Medicine, University of Tehran</td>
</tr>
<tr>
<td>w/o ID</td>
<td>Political Science, English Literature, Theatre</td>
</tr>
<tr>
<td>w/o TS</td>
<td>Computer Science, Medicine, University of Tehran</td>
</tr>
</tbody>
</table>

The novelty of IncDE can be summarized by the following two aspects. (1) Efficient knowledge-preserving distillation. Although IncDE utilizes distillation methods, it is different from previous KGE distillation methods (Wang et al. 2021; Zhu et al. 2022; Liu et al. 2023). For one thing, compared to other KGE distillation methods that mainly distill final distribution, incremental distillation (ID) distills the intermediate hidden states. Such a manner skillfully preserves essential features of old knowledge, making it adaptable to various downstream tasks. For another thing, only ID transfers knowledge from the model itself, thus mitigating error propagation compared to transferring knowledge from other models. (2) Explicit graph-aware mechanism. Compared to other CKGE baselines, IncDE stands out by incorporating the graph structure into continual learning. This explicit graph-aware mechanism allows IncDE to leverage the inherent semantics encoded within the graph, enabling it to intelligently determine the optimal learning order and effectively balance the preservation of old knowledge.

Three Components in IncDE The three components of IncDE: hierarchical ordering (HO), incremental distillation (ID), and two-stage training (TS) are inherently dependent on each other and necessary to be used together. We explain it in the following two aspects. (1) Designing Principle. The fundamental motivation of IncDE lies in effectively learning emerging knowledge while simultaneously preserving old knowledge. This objective is accomplished by all three components: HO, ID, and TS. On the one hand, HO plays a role in dividing new triples into layers, optimizing the process of learning emerging knowledge. On the other hand, ID and TS try to distill and preserve the representation of entities, ensuring the effective preservation of old knowledge. (2) Inter Dependence. The three components are intrinsically interrelated and should be employed together. For one thing, HO plays a vital role in generating a partition of new triples, which are subsequently fed into ID. For another thing, by employing TS, ID prevents old entities from being disrupted in the early training stages.

Significance of Incremental Distillation Even though the three proposed components of IncDE: incremental distillation (ID), hierarchical ordering (HO), and two-stage training (TS) are all effective for the CKGE task, ID serves as the central module among them. Theoretically, the primary challenge in the continual learning task is catastrophic forgetting that occurs when learning step by step, which is also suitable for the CKGE task. To tackle this challenge, ID introduces the explicit graph structure to distill entity representations, effectively preserving old knowledge layer by layer during the whole training time. However, HO focuses on learning new knowledge well, and TS can only alleviate catastrophic forgetting in the early stages of training. Therefore, ID plays the most important role among all components in the CKGE task. In experiments, we observe that ID exhibits significant improvements (4.1% in MRR on average) compared to HO (0.9% in MRR on average) and TS (0.5% in MRR on average) from Table 4 and Table 5. Such results further verify ID as the pivotal component compared with HO and TS. The three components interact with each other and work together to complete the CKGE task.

Conclusion This paper proposes a novel continual knowledge graph embedding method, IncDE, which incorporates the graph structure of KGs in learning emerging knowledge and remembering old knowledge. Firstly, we perform hierarchical ordering for the triples in the new knowledge graph to get an optimal learning sequence. Secondly, we propose incremental distillation to preserve old knowledge when training the new triples layer by layer. Moreover, we optimize the training process with a two-stage training strategy. In the future, we will consider how to handle the situation where old knowledge is deleted as knowledge graphs evolve. Also, it is imperative to address the integration of cross-domain and heterogeneous data into expanding knowledge graphs.
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