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Abstract
Graph anomaly detection is crucial for identifying nodes
that deviate from regular behavior within graphs, benefit-
ing various domains such as fraud detection and social net-
work. Although existing reconstruction-based methods have
achieved considerable success, they may face the Anomaly
Overfitting and Homophily Trap problems caused by the
abnormal patterns in the graph, breaking the assumption
that normal nodes are often better reconstructed than abnor-
mal ones. Our observations indicate that models trained on
graphs with fewer anomalies exhibit higher detection per-
formance. Based on this insight, we introduce a novel two-
stage framework called Anomaly-Denoised Autoencoders for
Graph Anomaly Detection (ADA-GAD). In the first stage,
we design a learning-free anomaly-denoised augmentation
method to generate graphs with reduced anomaly levels. We
pretrain graph autoencoders on these augmented graphs at
multiple levels, which enables the graph autoencoders to cap-
ture normal patterns. In the next stage, the decoders are re-
trained for detection on the original graph, benefiting from
the multi-level representations learned in the previous stage.
Meanwhile, we propose the node anomaly distribution regu-
larization to further alleviate Anomaly Overfitting. We vali-
date the effectiveness of our approach through extensive ex-
periments on both synthetic and real-world datasets.

Introduction
The goal of unsupervised graph anomaly detection (GAD)
is to identify rare patterns that deviate from the major-
ity patterns in a graph, which has been extensively ap-
plied in diverse domains, such as fraud detection (Abdal-
lah, Maarof, and Zainal 2016; Cheng et al. 2020; Dou et al.
2020) and social network (Fan, Zhang, and Li 2020; Duan
et al. 2023). Recently, reconstruction-based Graph Neural
Networks (GNNs) methods have achieved great success and
have become the mainstream approach. The common as-
sumption is that normal nodes are easier to be reconstructed
than abnormal nodes. On this basis, such methods usually
train a graph autoencoder and determine anomalies accord-
ing to the magnitude of the reconstruction errors.

However, the anomalous patterns in the graph might hin-
der the performance of reconstruction-based methods in two
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(a) Previous Reconstruction-based GAD Framework
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(b) The Proposed Two-stage GAD Framework

Figure 1: Workflow comparison. Previous reconstruction-
based methods are trained on the contaminated graph. In
contrast, our framework involves pretraining on anomaly-
denoised graphs to reduce the impact of anomalous nodes.

ways. (1) Anomaly Overfitting: graphs in the real world are
highly sparse, and powerful GNNs tend to overfit to anoma-
lous features, leading to small reconstruction errors even for
anomalies. This, in turn, can cause the model to fail. (2) Ho-
mophily Trap: Most GNNs operate under the homophily
assumption (Kipf and Welling 2016a), which suggests that
connected nodes share similar features. Therefore, the pres-
ence of anomalous nodes may hinder the reconstruction of
nearby normal nodes, such that the corresponding magni-
fied reconstruction errors bias the detection results. These
phenomena are illustrated in Figure 1a. The reconstructed
features of normal nodes 3 and 6 are influenced by their
anomalous neighbors 4 and 5 due to Homophily Trap. Mean-
while, owing to Anomaly Overfitting, nodes 4 and 5 are well-
reconstructed, far from what we expected.

We conduct a simple experiment to verify the negative
effects of the anomalous patterns. Specifically, the popu-
lar DOMINANT baseline (Ding et al. 2019) are trained
on the Cora and CiteSeer datasets (Sen et al. 2008) under
three settings: on the original graph containing no abnor-
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Figure 2: Detection performance of the DOMINANT model
on Cora and CiteSeer datasets. The x-axis denotes the num-
ber of injected anomalies (n), while the y-axis shows the test
results for models trained on graphs with clean (no anoma-
lies), half-injected (n/2), or fully-injected (n) anomalies, but
all evaluated on graphs containing n injected anomalies. We
see that the less the training data is contaminated, the better
the performance is.
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Figure 3: Real cases of Anomaly Overfitting and Homophily
Trap on Disney and Books datasets. Compared with DOMI-
NANT, our ADA-GAD can effectively mitigate these issues.

mal nodes, on the partially-contaminated graph with n/2
injected anomalies, and on the graph with fully-injected n
anomalies. During the testing phase, all the models are tested
on graphs with n anomalies. As shown in Figure 2, the
model trained on the clean graph consistently outperforms
the others under different numbers of injected anomalies.
Moreover, even converting only half of the anomalies into
clean data for training can improve performance. Namely,
the less the training data is contaminated, the better the de-
tection performance is.

Motivated by this, we hope to train the model on a
graph as clean as possible. Since the ground-truth clean
graph is not available, we need to find a way to reduce
the anomaly level of the graph for training and effec-
tively leverage the graph for detection. To this aim, we
present a two-stage framework called Anomaly-Denoised
Autoencoders for Graph Anomaly Detection (ADA-GAD),
as illustrated in Figure 1(b). (1) Stage 1: We develop a
learning-free augmentation method to obtain cleaner graphs,
whose anomaly degree is quantified by a spectral property-
based metric. Such anomaly-denoised augmentation tech-
nique generates three levels of augmented graphs by mask-
ing: node-level, edge-level, and subgraph-level. Correspond-
ing anomaly-denoised autoencoders are pretrained on these
augmented graphs using masking pretraining strategies,
forcing the model to discover normal patterns. (2) Stage 2:
We freeze the pretrained encoders and retrain the decoders
from scratch to reconstruct the original graph for detection.

We utilize an attention mechanism to aggregate the frozen
multi-level representations, and introduce node anomaly dis-
tribution regularization, which sharpens the anomaly score
distribution of nodes to prevent Anomaly Overfitting. Subse-
quently, we identify anomalous nodes based on the magni-
tude of the reconstruction error. The efficacy of our ADA-
GAD framework is visualized in Figure 3. In comparison
with the previous methods, our ADA-GAD exhibits a sig-
nificant reduction in the issues of Anomaly Overfitting and
Homophily Trap.

The contributions of this paper are three-fold:

• To alleviate the phenomena of Anomaly Overfitting and
Homophily Trap, we propose a two-stage graph anomaly
detection framework ADA-GAD that firstly reduces the
anomaly level of the graph for pretraining and then re-
trains the decoder for detection.

• In the pretraining stage, we present a metric to quan-
tify the degree of anomaly in a graph. Then an anomaly-
denoised augmentation strategy is introduced to generate
augmented graphs with lower anomaly degrees for multi-
level masking pretraining.

• In the retraining stage, we design a regularization term
to make the distribution of each node’s anomaly score
sharper, especially to overcome the Anomaly Overfitting
issue.

Extensive experiments on two synthetic and five real-world
anomaly datasets demonstrate the superiority of the pro-
posed method.

Related Work
Graph Neural Networks Graph neural networks (GNNs)
are widely used in various deep learning tasks, as they can
process graph-structured data and learn both the structural
and attributive information of graphs (Kipf and Welling
2016a; Veličković et al. 2017; Gupta, Matta, and Pant 2021),
which have achieved remarkable results in tasks such as so-
cial networks, recommendation systems and bioinformat-
ics (Zhou et al. 2020; Waikhom and Patgiri 2021). GNNs
can be divided into two types: spectral-based and spatial-
based (Zhu et al. 2021a). Spectral-based GNNs use spec-
tral graph theory and rely on the Laplacian matrix of the
graph, while spatial-based GNNs use the spatial informa-
tion of the nodes and rely on message passing mechanisms
(Kipf and Welling 2016a; Xu et al. 2018). Typical spectral-
based models include ChebNet (Defferrard, Bresson, and
Vandergheynst 2016) and GCN (Kipf and Welling 2016a),
while classical spatial-based GNNs are GAT (Velickovic
et al. 2017), GraphSAGE (Hamilton, Ying, and Leskovec
2017), GIN (Xu et al. 2018), and GraphSNN (Wijesinghe
and Wang 2022).

Anomaly Detection on Static Attributed Graphs Graph
anomaly detection (Duan et al. 2023) aims to identify nodes
that are different from most nodes. Some progress has been
made in anomaly detection on static attributed graphs. non-
deep learning methods (Li et al. 2017; Peng et al. 2018) pro-
posed techniques for detecting anomalous nodes in graphs
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based on matrix decomposition using homophily assump-
tion, which states that connected nodes have similar fea-
tures. Moreover, the exploration of deep learning (Peng
et al. 2018; Li et al. 2019; Bandyopadhyay et al. 2020)
for graph anomaly detection is steadily increasing. DOMI-
NANT (Ding et al. 2019) introduces GCN as a graph autoen-
coder to process both network structure and node attribute
information. AnomalyDAE (Fan, Zhang, and Li 2020) uses
GAT to encode network structure information. AEGIS (Ding
et al. 2021) introduces an unsupervised inductive anomaly
detection method that can be applied to new nodes. (Chen
et al. 2020) proposed to use generative adversarial networks
(GANs) (Goodfellow et al. 2019) to generate anomalous
nodes to support anomaly detection, while (Liu et al. 2021;
Xu et al. 2022; Huang et al. 2023) presented contrastive
learning techniques for graph anomaly detection.

Graph Self-Supervised Learning Graph self-supervised
learning (GSSL) (Lee, Lee, and Park 2022) is an unsuper-
vised approach that learns meaningful representations from
graph data by constructing pretext tasks (Liu et al. 2022c).
Three types of GSSL methods can be distinguished based
on the different pretext tasks: contrastive, generative, and
predictive. Contrastive methods generate multiple views for
each graph instance and learn graph representations by con-
trasting the similarity and difference between different views
(You et al. 2020; Sun et al. 2019; Zhu et al. 2021c; Zeng and
Xie 2021). Generative methods employ autoencoders to re-
construct parts of the input graph (Zhu, Du, and Yan 2020;
Manessi and Rozza 2021; He et al. 2022; Hou et al. 2022).
Predictive methods (Wu et al. 2021; Jin et al. 2020; Peng
et al. 2020) use statistical analysis or expert knowledge to
generate pseudo-labels for graph data and then design some
prediction-based proxy tasks based on these pseudo-labels
to learn graph representation.

Problem Definition
The primary focus of this work is to address the task of GAD
in attributed networks. Following previous studies (Ding
et al. 2019; Liu et al. 2022b), we consider the unsupervised
setting in this paper, i.e., learning without both node cate-
gory labels and anomaly labels. An attributed network can
be represented as G = (V, E ,X), where V = {v1, . . . , vn}
is the set of n nodes, E is the set of m edges, and X ∈ Rn×d

is the attribute matrix. The structural information could also
be represented by a binary adjacency matrix A ∈ Rn×n.
Specifically, Aij = 1 if there exists a connection between
nodes vi and vj , and Aij = 0 if not. The graph Laplacian
matrix L is defined as D−A, where D is the degree matrix.

Given this attributed network, the aim of GAD is to iden-
tify nodes that deviate significantly from the majority in
terms of both structural and attribute features. We attempt
to formulate an anomaly function (Liu et al. 2022b) that as-
signs an anomaly score to each node vi. Nodes that exceed
the predefined anomaly threshold λ are classified as anoma-
lous, while others are considered normal.

The anomalous nodes in the attributed graph can be cate-
gorized into two types (Ma et al. 2021):
• Structural anomalies refer to densely connected nodes

or other connection patterns that deviate from the
sparsely connected regular nodes.

• Contextual anomalies are nodes whose attributes ex-
hibit significant differences compared to their neighbor-
ing nodes.

Methodology
Previous reconstruction-based GAD models usually consists
of a graph encoder and two graph decoders. Specifically,
the attribute decoder reconstructs the node attributes, and
the structural decoder reconstructs the adjacency matrix.
The resulting reconstruction errors from both decoders are
combined to calculate anomaly scores for the nodes. These
anomaly scores are then ranked, and nodes with higher
scores are identified as anomalies.

As discussed in the Introduction, directly reconstructing
the original graph containing mixed anomalies will suffer
from Anomaly Overfitting and Homophily Trap, degenerat-
ing the detection performance. Ideally, training the graph au-
toencoders on the graph with fewer anomalies and utilizing
it for detection is the best way to address this issue. However,
this is infeasible in the unsupervised detection setting due to
the absence of ground-truth anomaly information. Instead,
we resort to an anomaly-denoised pretraining process which
reduces the anomaly rate of the graph by augmentation and
pretrains via the reconstruction on the anomaly-denoised
graph. After mitigating the negative impact of anomalies on
the encoder, we freeze it and only retrain the decoder on the
original graph before proceeding with the subsequent detec-
tion. This forms a two-stage framework in Figure 4.

Stage 1: Anomaly-Denoised Pretraining
This stage generates the anomaly-denoised graphs and pre-
trains the graph autoencoders on them so that the auto-
encoders can focus on the normal patterns. It paves the way
for the subsequent anomaly detection stage by increasing the
reconstruction error of anomalous nodes.

For the anomaly-denoised augmentation, we need to en-
sure that the anomaly level of the augmented graph is lower
than that of the original graph. Then a key question arises:
how to quantify the anomaly level of a graph? Some prior
researches have shown that the level of anomaly in a sig-
nal y on the graph G relates to its spectral statistics such as
High-frequency Area Energy Ehigh (Tang et al. 2022; Gao
et al. 2023)

Ehigh(G,y) =
yTLy

yTy
. (1)

As the anomaly ratio of signal y in the graph G increases,
Ehigh(G,y) also increases, known as ‘right-shift’ (Tang et al.
2022). Inspired by this, we define the anomaly degree at the
attribute and structure level based on the corresponding char-
acteristics as follows.

Definition 1 (Attribute Anomaly Magnitude) The attribu
-te anomaly magnitude on the graph G is defined as:

Aano(G) = Ehigh(G,X) =
XTLX

XTX
. (2)
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Definition 2 (Structural Anomaly Magnitude) The struc-
tural anomaly magnitude on the graph G is defined as:

Sano(G) = Ehigh(G,D) =
DTLD

DTD
. (3)

A larger Aano for G indicates more pronounced varia-
tions in its attributes, leading to a higher ratio of contex-
tual anomalies. And Sano characterizes the ratio of structural
anomalies similarly.
Definition 3 (Graph Anomaly Magnitude) The anomaly
magnitude on a graph G is defined as the sum of the attribute
anomaly magnitude Aano and the structural anomaly magni-
tude Sano:

Gano(G) = Aano(G) + Sano(G).
Apparently, as the proportion of anomalous nodes within

the graph increases, the graph anomaly magnitude also tends
to rise. This provides a good measure for the anomaly-
denoised augmentation process. The objective of the aug-
mentation is to minimize the anomaly level of the aug-
mented graph G′ = (X ′,A′) within predefined augmen-
tation budgets:

minimize
A′,X′

Gano(G′),

subject to α ≤ Gano(G)−Gano(G′) ≤ β,

∥X −X ′∥2F ≤ ϵ1, ∥A−A′∥2F ≤ ϵ2,

(4)

where α > 0 and β > 0 set the acceptable bounds for
anomaly rate reduction, ∥ · ∥F denotes the Frobenius norm.
Additionally, ϵ1 and ϵ2 are both small and denote the aug-
mentation budget for the attribute and structure, respectively.

However, because the graph’s adjacency matrix is dis-
crete, directly solving this optimization problem is very
challenging (Zhu et al. 2021b). Thus, we turn to design a
learning-free augmentation approach to achieve our goal.
We introduce a simplified graph masking strategy to gener-
ate the augmented graph and conduct denoising pretraining
at three levels: node-level, edge-level, and subgraph-level.

Node-level denoising pretraining For node-level
anomaly denoising, we randomly select a subset of nodes
Vn ⊂ V for replacement-based masking using a probability
of pr. The masked node features are adjusted as follows:

x̃i =

{
xj vi ∈ Vn

xi vi /∈ Vn,
(5)

where we randomly choose another node (denoted as j) and
replace the original feature xi with xj if vi ∈ Vn. Addition-
ally, we also introduce a probabilistic mechanism where the
feature of each node vi ∈ Vn is randomly transited to zero
with a probability of pz . After the augmentation, we could
calculate the corresponding graph anomaly magnitude and
check if it satisfies the constraint in Problem (4). The aug-
mented graph is valid if the condition holds.

We repeat the above augmentation steps multiple times,
generating a collection of valid augmented graphs of length
ln, denoted as Cn = {Gn

1 ,Gn
2 , ...,Gn

ln
}, where each Gn

k =
(V, E ,Xn

k ) satisfies Gano(Gn
k ) ≤ θ, Xn

k is the masked at-
tribute matrix generated each time, θ = Gano(G) − α is the
anomaly degree threshold.

For each Gn
k , we feed it into the node-level graph autoen-

coders consisting of the GNN encoder Enc1 and the at-
tribute decoder Decatt1 (Ding et al. 2019; Fan, Zhang, and
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Li 2020), and then obtain the reconstructed features:

X̂n
k = Decatt1 (Enc1(Gn

k )). (6)

In the pretraining, the autoencoder should especially learn
to reconstruct the feature xi of the masked node vi ∈ V .
Then the node-level reconstruction loss Ln is the sum of
reconstruction losses over Cn:

Ln =

ln∑
k=1

∥Xn
k − X̂n

k ∥2F . (7)

Edge-level denoising pretraining Similar to the node-
level pretraining, we randomly select a subset of edges Ee

from E and apply masking with a probability of q, result-
ing in the corresponding entries in the adjacency matrix be-
ing set to zero. After multiple times of augmentation, we
obtain a collection of le edge masking graphs, denoted as
Ce = {Ge

1 ,Ge
2 , ...,Ge

le
}, where each Ge

k = (V, E \ Ee
k ,X)

also fulfills the condition Gano(Ge
k) ≤ θ, Ee

k is edge subset
generated each time.

The edge-level autoencoders take the edge-level masked
graph Ge

k as input and aim to reconstruct the denoised graph
structure E\Ee

k . The reconstructed adjacency matrix for each
augmented Ae

k can be expressed as:

Âe
k = Decstr2 (Enc2(Ge

k)), (8)

where Enc2 and Decstr2 denote the GNN encoder and the
structural decoder, respectively.

The loss function of the edge-level autoencoders Le can
be defined as:

Le =

le∑
k=1

∥Ae
k − Âe

k∥2F . (9)

Subgraph-level denosing pretraining In addition, we
propose a novel pretext task of subgraph masking pretrain-
ing. We employ random walk-based subgraph sampling for
masking, adopting similar node and edge masking strategies
as the above masking processes. In the resulted augmented
graph sets Cs = {Gs

1 ,Gs
2 , ...,Gs

ls
}, each Gs

k = (V, E\Es
k ,X

s
k)

satisfies Gano(Gs
k) ≤ θ, where Es

k is edge subset generated
each time, Xs

k is attribute matrix generated each time.
Subgraph-level masking can be viewed as a specific com-

bination of node- and edge-level masking. The reconstructed
feature and structure are:

Âs
k = Decatt3 (Enc3(Gs

k)),

X̂s
k = Decstr3 (Enc3(Gs

k)),
(10)

where Enc3 is a GNN encoder, Decatt3 and Decstr3 denote
the attribute and structure decoder, respectively. The corre-
sponding reconstruction loss function can be formulated as
follows:

Ls = Lsn + Lse, (11)
where Lsn and Lse are computed by substituting X̂s

k and
Âs

k into Eq. (7) and (9), respectively.
In Stage 1, all the above three procedures are simultane-

ously adopted to pretrain the corresponding autoencoders.
The various levels of denoising pretraining help the model
discover the underlying normal node patterns.

Stage 2: Retraining for Detection
In this stage, the graph is no longer masked for learning.
We fix the pretrained graph encoders, discard the pretrained
decoders and retrain two unified decoders (one for attribute
and another for structure) from scratch to detect anomalous
information in the graph.

Multi-level embedding aggregation The pretrained en-
coders produce embeddings at three levels. They are firstly
passed through a fully connected layer, and then aggregated
using an attention mechanism. This yields an aggregated
multi-level embedding denoted as h for each node.

Graph reconstruction for anomaly detection The aggre-
gated multi-level embeddings h are fed into an attribute de-
coder Decattf and a structure decoder Decstrf for reconstruc-
tion. Specifically, we reconstruct the adjacency matrix A

and attribute matrix X of the original graph as Â and X̂ ,
respectively. The corresponding graph reconstruction loss
Lrec is:

Lrec = (1− γ)Lrs + γLra

= (1− γ)∥A− Â∥2F + γ∥X − X̂∥2F ,
(12)

where γ ∈ [0, 1] is a balance hyperparameter. And the
anomaly score si for the i-th node is defined as:

si = (1− γ) ∥ai − âi∥2 + γ ∥xi − x̂i∥2 . (13)

where âi and ai represent the reconstructed and original
structure vector of node vi, respectively. Similarly, x̂i and
xi are the i-th reconstructed and original attribute vector,
respectively.

Node Anomaly Distribution Regularization We propose
a novel approach to regularize the model with a node
anomaly distribution loss Ls that enforces sparsity on the
anomaly distribution, further mitigating the Anomaly Over-
fitting. Considering that overfitting occurs when all nodes
are reconstructed very well, we intentionally introduce some
non-uniformity in the anomaly distribution around nodes
to enhance the difficulty of reconstruction. Therefore, we
require the following anomaly distribution Ai of node vi,
e.g., the anomaly scores of a node and its neighbors, to be
sharper:

Ai =
s−τ
i∑

j∈Ni
s−τ
j

, (14)

where Ni represents the neighborhood of node vi, and τ ∈
(0, 1) is a temperature coefficient. Then the corresponding
entropy Si is:

Si = −Ai logAi

=
s−τ
i∑

j∈Ni
s−τ
j

(log
∑
j∈Ni

s−τ
j − τ log si).

(15)

In fact, Si represents the smoothness level of the anomaly
distribution around node i. A higher value of Si indi-
cates a sharper anomaly distribution. Accordingly, the node
anomaly distribution regularization term Lreg is defined as:

Lreg = −
∑
vi∈V

Si. (16)
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Dataset Nodes Edges Feat Anomalies Ratio

Cora∗ 2,708 11,060 1,433 138 5.1%
Amazon∗ 13,752 515,042 767 694 5.0%
Weibo 8,405 407,963 400 868 10.3%
Reddit 10,984 168,016 64 366 3.3%
Disney 124 335 28 6 4.8%
Books 1,418 3,695 21 28 2.0%
Enron 13,533 176,987 18 5 0.4%

Table 1: Statistics of dataset (∗ indicates the dataset with
injected anomalies).

Optimization Objective Putting all together, we have the
overall loss function in this stage:

L = Lrec + Lreg

= (1− γ)Lra + γLrs + γregLreg,
(17)

where γreg is a weight hyperparameter that should be small
to avoid influencing optimization of Lrec. Based on this loss,
we retrain the aggregation and the decoder modules. After
retraining, we sort the nodes based on their anomaly scores
si, and take the nodes with higher si as anomalous nodes
according to the given anomaly rate.

Experiments
Experimental Setup
Datasets We conducted experiments on two datasets in-
jected with synthetic anomalies: Cora (Sen et al. 2008),
Amazon (Shchur et al. 2018), and five manually labeled
datasets with anomalies: Weibo (Zhao et al. 2020), Reddit
(Kumar, Zhang, and Leskovec 2019), Disney (Müller et al.
2013), Books (Sánchez et al. 2013), and Enron (Sánchez
et al. 2013). We injected contextual anomalies into datasets
with no labeled anomalies by swapping node attributes, and
structural anomalies by altering node connections within the
graph, maintaining an equal number for each type in align-
ment with prior research (Ding et al. 2019; Liu et al. 2022a).
The statistics of all the datasets are recorded in Table 1.

Competitors We adopt three non-deep learning meth-
ods for graph anomaly detection comparison: SCAN (Xu
et al. 2007), Radar (Li et al. 2017), ANOMALOUS (Peng
et al. 2018). Additionally, we have also selected the follow-
ing deep learning-based competitors: GCNAE (Kipf and
Welling 2016b), DOMINANT (Ding et al. 2019), DONE
(Bandyopadhyay et al. 2020), AdONE (Bandyopadhyay
et al. 2020), AnomalyDAE (Sakurada and Yairi 2015),
GAAN (Chen et al. 2020), CoLA (Liu et al. 2021), OCGNN
(Wang et al. 2021), CONAD (Xu et al. 2022).

Meanwhile, we also implement four variants of the pro-
posed ADA-GAD method to verify the effectiveness of
the anomaly-denoised augmentation: ADA-GADrand refers
to using random augmentation; ADA-GADnode, ADA-
GADedge, and ADA-GADsubgraph utilize a single level
of anomaly-denoised augmentation, denoising pretrained at
only the node, edge, and subgraph level, respectively.

Implementation Details We implement all the competi-
tors with the PyGOD toolbox (Liu et al. 2022a). We
set the number of epochs/dropout rate/weight decay to
100/0.1/0.01, respectively. The embedding dimension d is
set to 12 for the Disney, Books, and Enron datasets, and 64
for the others.

Our ADA-GAD method utilizes GCN as the encoders and
decoders, except for the Enron and Weibo datasets, where
we adopt GAT as the encoders and GCN as decoders. For
the real-world datasets Disney, Books, and Enron, the en-
coder depth is set to 2 and the decoder depth is 1. For the
other datasets, encoder and decoder depths are set to 1. Dur-
ing augmentation, the number of masks for nodes and edges
is set within the range of 1 to 20, respectively. The num-
ber of random walks and walk length for the subgraph mask
are both set to 2. ln, le, and ls are all set to 10, with θ is
assigned to the smallest Gano among N aug random aug-
mentations. In the experiments, N aug is set to 30. The pre-
training epoch and the retain epoch are both set to 20. AUC
(Area under the ROC Curve) (Bradley 1997) is used as the
performance metric. We repeat all experiments 10 times us-
ing 10 different seeds.

Performance Comparison
All the experimental results are reported in Table 2 reports
all the experimental results. From the results, we have the
following observations: (1) ADA-GAD consistently exhibits
better AUC performance than other competitors, which vali-
dates the effectiveness of the proposed method. (2) A single
anomaly-denoised pretraining branch is a little inferior to
the combination of three-level anomaly-denoised pretrain-
ing branches but outperforms the random one. This phe-
nomenon indicates that our anomaly-denoised training strat-
egy successfully utilizes the information at the node, edge,
and subgraph levels for anomaly detection. (3) On four
datasets with relatively small feature dimensions (i.e., Red-
dit, Disney, Books, and Enron), some competitors might
achieve poor AUC performances, which is consistent with
the empirical results in the benchmark (Liu et al. 2022b). In
contrast, our ADA-GAD demonstrates consistent improve-
ment over the competitors, which again validates our mo-
tivation. (4) The non-deep learning methods, Radar and
ANOMALOUS, outperform the other deep learning com-
petitors on the Weibo and Reddit datasets. This counter-
intuitive result indicates that these deep learning methods
might suffer from severe over-fitting.

Ablation Study
Studies on Aggregation Strategies We explored different
aggregation strategies: non-learnable linear, learnable linear,
and our attention aggregation. The non-learnable method
uses fixed weights, whereas the learnable method optimizes
weights through gradient descent. Figure 6 demonstrates
the superior performance of our attention aggregation, high-
lighting its enhanced efficacy.

Studies on the Model Depth and Node Anomaly Distri-
bution Regularization To investigate the effectiveness of
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Algorithm Cora Amazon Weibo Reddit Disney Books Enron

SCAN 64.95±0.00 65.85±0.00 70.63±0.00 49.67±0.00 50.85±0.00 52.42±0.00 53.70±0.00
Radar 53.28±0.00 58.93±0.00 98.27±0.00 56.64±0.00 50.14±0.00 56.21±0.00 64.10±0.00Non-Deep

ANOMALOUS 35.13±1.07 71.49±1.71 98.27±0.00 51.58±8.66 50.14±0.00 52.51±0.00 63.65±0.36

MLPAE 70.91±0.07 74.20±0.00 90.01±0.42 49.74±1.70 48.02±0.00 51.28±5.36 41.55±2.59
GCNAE 70.90±0.00 74.20±0.00 88.98±0.31 50.70±0.46 47.34±1.31 54.81±1.59 66.86±0.54

DOMINANT 76.71±0.07 74.20±0.00 92.17±0.41 56.20±0.06 52.91±3.04 40.14±2.66 54.93±0.66
DONE 83.60±1.45 73.38±4.37 86.86±0.38 51.40±2.26 48.42±4.23 54.05±1.64 61.07±3.15

AdONE 82.12±0.71 79.31±2.60 82.98±0.63 51.53±1.38 50.93±2.34 54.13±1.60 58.36±7.34
AnomalyDAE 80.99±0.07 77.39±0.01 92.99±0.44 52.21±2.03 48.29±4.17 59.86±4.82 45.85±13.16

GAAN 68.32±1.38 77.70±0.34 92.53±0.01 51.23±1.19 48.02±0.00 53.38±2.13 56.55±11.69
CoLA 56.88±1.63 61.00±1.09 22.18±3.36 53.21±1.10 54.46±7.67 49.69±4.20 58.53±9.38

OCGNN 50.02±0.14 49.99±0.04 79.68±5.76 48.76±3.57 68.19±1.45 57.33±4.14 54.39±6.11
CONAD 84.34±0.03 82.62±0.26 90.87±0.59 56.02±0.01 45.38±4.64 40.82±1.18 54.67±0.48

ADA-GADrand 81.61±0.01 76.36±0.12 90.74±0.65 56.03±0.38 68.56±2.94 61.75±2.20 66.12±4.87
ADA-GADnode 84.13±0.02 77.38±0.02 96.39±0.74 56.33±0.16 68.05±3.70 62.77±2.31 71.55±2.27
ADA-GADedge 84.10±0.01 81.85±0.03 94.52±0.70 56.37±0.10 68.42±3.19 62.71±2.17 72.34±1.42

ADA-GADsubgraph 84.42±0.01 81.79±0.04 96.69±0.59 55.58±0.36 68.59±2.62 62.70±2.13 72.86±0.88

Deep

ADA-GAD 84.73±0.01 83.25±0.03 98.44±0.33 56.89±0.01 70.04±3.08 65.24±3.17 72.89±0.86

Table 2: AUC (%) results (mean ± std). The best result is shown in bold, while the second best is marked with underline.

Figure 5: Effect of the encoder depth and weight of node
anomaly distribution regularization on four organic datasets.

our model at different network depths, we evaluate the per-
formance of the encoder with the number of layers rang-
ing from 1 to 9 under different weights (0, 0.01, 0.001) of
the node anomaly distribution regularization. As shown in
Figure 5, we can find that (1) the optimal number of en-
coder layers varies across datasets, with the Weibo dataset
having an optimal number of 1 and the other three real-
world datasets having an optimal number of 3 or 4. This
suggests that the Weibo dataset is more prone to overfitting,

Figure 6: Performance comparison using different aggrega-
tion strategies.

consistent with our previous experimental findings. (2) After
reaching the optimal number of layers, increasing the depth
fails to improve performance. Fortunately, the node anomaly
distribution regularization can alleviate this issue, as a larger
weight within a small range can induce better performance.

Conclusion
In this paper, we introduced ADA-GAD, a novel two-stage
framework for graph anomaly detection. Through anomaly-
denoised augmentation and a two-stage training framework,
ADA-GAD effectively captures the normal patterns and en-
hances anomaly detection performance. Additionally, we in-
troduce a node anomaly distribution regularization term to
mitigate the model overfitting by constraining the anomaly
distribution near nodes. Experimental results demonstrate
that our proposed method achieves state-of-the-art perfor-
mance on multiple benchmarks.
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