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Abstract
Algebraic data types (ADTs) are a construct classically found in functional programming languages that capture data structures like enumerated types, lists, and trees. In recent years, interest in ADTs has increased. For example, popular programming languages, like Python, have added support for ADTs. Automated reasoning about ADTs can be done using satisfiability modulo theories (SMT) solving, an extension of the Boolean satisfiability problem with first-order logic and associated background theories. Unfortunately, SMT solvers that support ADTs do not scale as state-of-the-art approaches all use variations of the same lazy approach. In this paper, we present an SMT solver that takes a fundamentally different approach, an eager approach. Specifically, our solver reduces ADT queries to a simpler logical theory, uninterpreted functions (UF), and then uses an existing solver on the reduced query. We prove the soundness and completeness of our approach and demonstrate that it outperforms the state of the art on existing benchmarks, as well as a new, more challenging benchmark set from the planning domain.

1 Introduction
Boolean satisfiability (SAT) solvers have been shown to efficiently solve a number of NP-hard problems in areas such as AI planning (Kautz, Selman et al. 1992), verification (Clarke et al. 2001), and software testing (Cadar et al. 2008). Satisfiability modulo theories (SMT) solvers are a natural extension to SAT solvers that can reason about first-order structures with background theories (Barrett et al. 2021), allowing them to tackle more general problems or to accept more succinct inputs. For example, SMT solvers can reason about bit-vectors (Brummayer and Biere 2009), floating-point numbers (Rümmer and Wahl 2010), strings (Bjørner et al. 2012), and algebraic data types (ADTs) (Barrett, Fontaine, and Tinelli 2017).

The power behind ADTs lies in how they can succinctly express complex structures at a high-level of abstraction while avoiding common programming pitfalls, like null pointer dereferencing (Hoare 1975). For most of their history, ADTs lived exclusively inside functional programming languages, like NPL (Burstall 1977), Standard ML (Milner 1997), and Haskell (Hudak et al. 2007). Recently, however, the interest in ADTs has exploded with a number of mainstream languages being released with support for ADTs, e.g., Rust (Jung et al. 2021), or have added support, e.g., Python (Salgado 2023) and Java (Goetz 2022).

Automated reasoning about ADTs is important because this construct appears in many different software applications. As the popularity of ADTs grows, the demand for efficient SMT solvers will continue to increase. Unfortunately, the state-of-the-art tools in this space are already struggling to keep up. We demonstrate this empirically by generating a new benchmark set and showing that existing solvers, working together, are only able to solve 56.2% of the new queries in under 20 minutes per query (Sec. 5.2).

This imbalance between programming languages and SMT solvers is due to a gap in the SMT solving literature. Oppen (1980) was the first to give a decision procedure for the quantifier-free theory but ADTs do not seem to have permeated the community much further. In 2003, a consorted effort to unify the SMT community began with the first official input standard and competition, called SMT-LIB and SMT-COMP (Barrett et al. 2011), respectively. ADTs were not officially integrated into the standard until 2017, as part of version 2.6 (Barrett, Fontaine, and Tinelli 2017). In the most recent iteration of SMT-COMP, only two solvers participated in the ADT track, the least of any track, and both solvers use a variation of the same solving approach: a lazy SMT architecture combined with theory-specific reasoning based on the work by Oppen from 1980 (see Sec. 6).

We propose a new solving technique that departs from the standard approach in the community. Instead of a lazy approach, we take an eager approach (Barrett et al. 2021) that translates the original SMT formula into an equi-satisfiable formula without ADT elements. Our work fills the gap in the literature on SMT solving for ADT queries, and, by doing so, solves more queries than existing solvers (see Sec. 5.1). More importantly, we make the largest empirical contribution to the solving community on SMT-COMP benchmarks, solving different queries than existing tools (see Sec. 5.2).

1.1 Overview and Contributions
The rest of this paper is organized as follows. In Sec. 2 we describe ADTs, satisfiability, and our approach through an example planning problem called blocks world. In Sec. 3 we formally define ADTs and give the necessary background
Figure 1: Solution (1b, 1c, and 1d) to a simple blocks world puzzle. 1a is the initial configuration; 1e is the target configuration.

The general problem is to find a sequence of legal moves that leads from the initial configuration to the target configuration. The associated decision problem is to determine if there is such a sequence of length less than some input $k$.

Fig. 1 shows an example blocks world solution. The initial configuration is given in Fig. 1a, the target configuration in Fig. 1e, and Figs. 1b, 1c, and 1d show a sequence of three legal moves that solve the problem, where faded blocks denote the previous position of the block moved at that step.

The blocks world problem is a useful illustrative example for an ADTs solver because the encoding uses three important kinds of ADTs: sum, product, and inductive types. The following OCaml code gives the required type definitions for the example in Fig. 1:

```ocaml
1 type block = A | B
2 type tower =
3 | Empty
4 | Stack of (top: block; rest: tower)
5 type config =
6 | table of (l: tower; c: tower; r: tower)
```

Specifically, this code defines an enumerated type for blocks (block at line 1), a record type for table configurations (config at line 5), and an inductive type for stacks (tower at line 2). Variables of an enumerated type can take on any of the values listed in the type definition. For example, variables of type block can take on the values A or B. Variables of a record type can take on any combination of values of the type arguments listed in the type definition. For example, variables of type config can take on a triple of any three tower values. Enumerated types are the simplest form of a sum type, while records are the simplest form of a product type. ADTs allow for definitions that are both sum and product types. For example, variables of type tower can either be Empty or they can be a Stack but not both (sum). When these variables take on a Stack value, they are a pair of block and tower values (product). Notice that the definition of tower depends on itself. This makes tower an inductive type as well.

The blocks world problem is a useful illustrative example for satisfiability queries for two reasons. First, satisfiability-based solutions for similar planning problems have been around for decades (Kautz and Selman 1996). Second, encoding the problem as a satisfiability problem is simple when using bounded model checking (Biere et al. 1999) for bounded-horizon planning (e.g., see Rintanen (2003)). Specifically, the bounded model checking-based encoding is given by a transition system and a specification. The transition system starts at the initial configuration, and, at each step, makes a non-deterministic choice of which legal

on first-order logic and model theory to understand our approach. In Sec. 4 we describe our eager reduction from ADT queries to queries containing only uninterpreted functions (UF). Sec. 4 includes a proof of soundness and completeness along with a complexity analysis. In Sec. 5 we describe a prototype implementation of our approach, called Algaroba, and we evaluate it over two research questions. We find that Algaroba outperforms the state of the art overall and in terms of contribution to the solving community. Sec. 5 also describes a new benchmark set consisting of blocks world queries. This set addresses an important gap in the existing literature: the queries in this set contain all important kinds of ADTs, but are not easy to solve. We survey related work in Sec. 6 and then conclude in Sec. 7 with future work. Overall, we make the following contributions.

1. We define a notion of query depth and a finite, quantifier-free reduction from ADT queries to UF queries that uses depths. This is a new eager solving approach.
2. We prove the soundness and completeness of our approach and show that it generates at most a finite number of assertions.
3. We generate a new benchmark set that contains all important kinds of ADTs and is not trivial to solve. Existing benchmarks do not enjoy both these properties.
4. We implement our reduction approach in a prototype tool called Algaroba and we compare its performance to the state of the art. We find that Algaroba outperforms existing tools and that it makes the largest empirical contribution to the community of solvers.

## 2 Illustrative Example and New Benchmark

To better understand ADTs, satisfiability queries, our approach, and the benchmark set that we generate in Sec. 5, consider the classic blocks world problem first proposed by Winograd (1971). We use a version of the problem that Sussman (1973) used to illustrate the Sussman anomaly (Russell 2010) and that Gupta and Nau (1992) used to show that the associated decision problem is NP-Hard.

In the simplified version of the blocks world problem, there is a table with (possibly empty) stacks of blocks on it (an initial configuration), a desired way that the stacks should be arranged (a target configuration), and three rules:

1. blocks can only be taken from the top of a stack;
2. blocks can only be placed on the top of a stack; and
3. only one block can be moved at a time.
move to make. The specification is that the transition system never reaches the target configuration. Given this transition system, specification, and a bound \( k \), bounded model checking will generate a satisfiability query whose solutions are assignments to the non-deterministic choices—concrete choices that get us to the target configuration from the initial configuration in less than \( k \) steps. SMT solvers, like our new solver, generate these solutions or prove that none exist. We use this encoding in Sec. 5 to generate a new benchmark set.

The blocks world problem also gives a useful intuition for our approach. While variables of inductive data types, like \( \text{tower} \), can take on arbitrarily large values (e.g., a stack of a million \( \text{blocks} \)), there is a bound on the size of relevant values. For the blocks world problem in Fig. 1 it would never make sense to have a \( \text{tower} \) value of size greater than two. Such a bound exists for all quantifier-free ADT queries; the problem is that automatically inferring the bound and using it to speed up solving was non-trivial. In this paper, we give an automated procedure for computing an over-approximation of this bound, and then we use this over-approximation to replace ADT functions with uninterpreted functions along with quantifier-free axioms.

### 3 Background

We assume a basic understanding of first-order logic. For a complete introduction, we refer the reader to Lubarsky (2008). Many-sorted first-order logic is like first-order logic but with the universe partitioned into different sorts (Barrett et al. 2021). We use many-sorted first-order logic and assume all terms are well-sorted, i.e. that we never apply a type checking algorithm will catch these issues. For the blocks world problem in Fig. 1 it would never make sense to have a \( \text{tower} \) value of size greater than two. Such a bound exists for all quantifier-free ADT queries; the problem is that automatically inferring the bound and using it to speed up solving was non-trivial. In this paper, we give an automated procedure for computing an over-approximation of this bound, and then we use this over-approximation to replace ADT functions with uninterpreted functions along with quantifier-free axioms.

**Definition 3.1 (Theory Reduction).** A theory \( T \) reduces to a theory \( R \) if there is a computable function \( m \) such that \( (\psi, T) \) is \( \text{sat} \) \( \iff \) \( (m(\psi), R) \) is \( \text{sat} \).

**3.1 Theory of Algebraic Data Types**

We denote the theory of algebraic data types as ADT. It contains the full theory of \( UF \) and additional structure given by:

**Definition 3.2 (ADT (Barrett, Fontaine, and Tinelli 2017)).**

1. An ADT \( A \) with sort \( s \) and \( s \) is a tuple consisting of:
   • A finite set of constructor functions \( A^C \), where we say a function \( f : \sigma_1 \times \ldots \times \sigma_l \to \sigma \) has sort \( \sigma \) and arity \( l \)
   • A finite set of selectors \( A^S \), such that there are \( m \) selectors \( f_1, \ldots, f_m \) with \( f_i : \sigma \to \sigma_i \) for each constructor \( f \in A^C \) with arity \( m \).
   • A finite set of testers \( A^T \) and a bijection \( : A^C \to A^T \) which sends \( f \to \text{is-f} \) where \( \text{is-f} : \sigma \to \{\text{True, False}\} \).

2. Every ADT \( A \) satisfies the axioms given in Fig. 2, where for two terms \( s \) and \( t \), if \( s \) can be obtained by applying a sequence of selectors to \( t \), then we say \( s \) is an \( l \)th descendant of \( t \) and \( t \) is the \( l \)th ancestor of \( s \).

An ADT term is any expression of an ADT sort. The set of normal ADT terms is the smallest set containing (1) constants (0-ary constructors), (2) constructors applied to only normal ADT terms. It is useful to think of normal terms as trees: constants are leaves and we can build larger trees by applying constructors to normal terms.

As an example, the tower definition from earlier uses two constructors: Empty and Stack. These are the two possible ways to build a tower. Empty is a function that takes no inputs and outputs a tower. Stack is a
function that takes a block and a tower and outputs a tower. Each corresponding constructor has a set of selectors. Empty has no selectors and so it is a normal term, but Stack has two selectors, top and rest. In OCaml, we apply selectors using dot notation, e.g., x.top. Selectors can be thought of as de-constructors—we use them to get back the terms constructed a tower. The tower definition implicitly defines two testers: is-Empty and is-Stack. These predicates take a tower and return true if the argument was built using the matching constructor.

4 Eager Reduction of ADT to UF

We propose a new SMT solver for the ADT theory. For a quantifier-free input formula ψ, our solver generates a quantifier-free formula ψ* in UF and then calls an existing UF solver to get a final result. We cannot compute a quantifier-free reduction directly, since ADT axioms have universal quantifiers. Instead, we only instantiate the ADT axioms over terms that are relevant to the input query.

When the universe of the input query is finite (e.g., it only contains enums), we instantiate the entire universe (see Sec. 4.1). Otherwise, we follow the procedure in Alg. 1. This procedure transforms the input query to NNF, flattens the result, and then applies the rewrite rules in Fig. 4a and adds the axioms Fig. 4b. The depth of a query is the number of variables in the flattened NNF version of the query. In Alg. 1, the depth is k. The depth is linear in the size of the input query because the NNF and flattening transformations introduce at most a linear number of variables.

Rules A and B from Fig. 4a correspond to rewriting constructor and selector applications respectively so that they work well with other constructor, selectors and testers. Rule B contains existential quantifiers, but these are handled through Skolemization (replacing existentially bound variables by free variables). Axioms 1 and 2 from Fig. 4b ensure that only one tester returns true for each term, and that the this tester corresponds to a constant iff the term is a constant. Axiom 3 encodes the ADT acyclicity constraint.

To better understand Axiom 3 and acyclicity, consider the following example query. Let x and y be of type tower defined in Sec. 2. The query

1. (is-Stack x) && (is-Stack y)
2. && (y = x.rest) && (x = y.rest)

is unsat because any satisfying assignment would need to violate acyclicity. Fig. 3 illustrates this: there is a circular dependency between x and y. Therefore, to avoid spurious models, we must encode the acyclicity property in our reduction. The challenge is that we need to capture this seemingly infinite property using a only finite number of quantifier-free formulas.

Our key result is that we only need to enforce acyclicity for all $l < k^{th}$ descendants, where k is the number of ADT variables in the flattened query. To see the intuition behind this, consider the following generalization of the previous example. Let $x_1, ..., x_k$ be of type tower. The flat query

\[
(is-Stack x_1) \&\& ... \&\& (is-Stack x_k) \&\& (x_2 = x_1.rest) \&\& (x_3 = x_2.rest) \&\& ... \&\& (x_k = x_{k-1}.rest) \&\& (x_1 = x_k.rest)
\]

asserts that there is a cycle of size k. Since, our reduction asserts acyclicity for all $l < k^{th}$ descendants, we correctly return unsat on this query. Furthermore, it is impossible to have a query with a cycle of size more than k using k or fewer variables (in the flat query), so our encoding is sufficient (see Sec. 4.3 for a full proof).

4.1 Finite Universe Instantiation

If we recognize an ADT has a finite universe, we create constants for every term in the universe and instantiate the axioms over the entire, finite universe. This is a source of double exponential blowup, but ADTs with finite universes are rare and often small enough to prevent noticeable blowup.

4.2 Complexity Analysis

In the finite universe case, we can have a doubly exponential blowup. One adversarial case is an ADT that is records of enums that contains a query with a cycle of size more than k using k or fewer variables (in the flat query), so our encoding is sufficient (see Sec. 4.3 for a full proof).

4.3 Proof of Correctness

In this proof when we refer to a rule or axiom, we mean those from Fig. 4a and Fig. 4b, respectively. We assume ψ is
flattened and in NNF (i.e., it is \( \psi_2 \) in Alg. 1). For simplicity, we also assume that \( \psi \) does not contain any uninterpreted functions or sorts, but it is not difficult to see how to extend the proof to include them.

Theorem 4.1. Alg. 1 shows that ADT reduces to UF. Specifically, \((\psi, \text{ADT})\) is sat \(\iff\) \((\psi^*, \text{UF})\) is sat.

Proof. \(\Rightarrow\): If \((\psi, \text{ADT})\) is sat, then there is a model \( M \models \psi \cup \text{ADT} \). \( \psi^* \) is modified according to rules A and B and axioms 1, 2, and 3. Each of these rules and axioms is consistent with the axioms of ADT in Definition 3.2 and thus \( M \models \text{ADT} \cup \psi^* \). Since every model in ADT is a model in UF, \( M \models \text{UF} \cup \psi^* \). Thus, \((\psi^*, \text{UF})\) is sat.

\(\Leftarrow\): If \((\psi^*, \text{UF})\) is sat, then we know that there is some model \( N \models \text{UF} \cup \psi^* \). We will assume that \( \psi^* \) is a conjunction of theory literals. This is permissible since the modification from \( \psi \) to \( \psi^* \) involves either replacing a theory literal with a conjunction of theory literals or adding on conjunctions of theory literals to the end of the formula. Thus, the satisfying assignment to the propositional structure of \( \psi^* \), will be a superset of a satisfying assignment to the propositional structure of \( \psi \).

We want to modify \( N \) to create a model \( M \models \text{ADT} \cup \psi \). As we describe in Section 4.1, if the universe is finite, we manually instantiate all of the ADT normal terms in the query. Thus, in the finite universe case, it must be that \( \text{ADT} \models \psi \). We now assume the ADT universe is infinite.

Since we want \( M \models \text{ADT} \), we set the universe of \( M \) to be all of the ADT normal terms. Consider the set of variables that appear in \( \psi^* \) which we call \( V = \{x_1, ..., x_k\} \). We describe an algorithm that for all \( x \in V \), sets \( M[x] \) to some ADT normal term, such that we ultimately get \( M \models \psi \).

\( V \) is the set of variables in \( \psi^* \), thus for each \( x \in V \), by axiom 1 there is exactly one tester is-f such that \( N \models \text{is-f}(x) \).

There are two “base cases” for our construction of \( M \). First, if \( f \) is some constant constructor, by axiom 2 of the reduction, we know that \( N[x] = N[f] \), so we set \( M[x] \triangleq M[f] \). Second, if \( x \) is some variable that is never set equal to some constructor application or selected from (either directly or transitively) then we set \( M[x] \) to an ADT normal term. Since our ADT universe is infinite, we will specifically pick an ADT normal term \( f \) such that it takes at least \( k + 1 \) selector applications to get to any of the ADT normal terms that we have already set. This will prevent any of our different ADT normal term assignments from interfering with each other—they are too far away in the infinite universe.

If we are not in one of these base cases, we know that \( f \) is an \( m \)-ary constructor for some \( m > 0 \). Since \( x \) was either constructed or selected, there are variables \( y_1, ..., y_m \) in \( V \) such that \( N \models \bigwedge_{i=1}^{m} f^i(x) = y_i \). Note that these variables are from the original query if \( x \) is equal to a constructor application, or from Skolemization if \( x \) is selected from.

Continuing our construction of \( M \), we recurse on these \( y_i \) that have not already been assigned in \( M \). We will eventually hit a base case, since there are a finite number of selector/constructor applications in our original query. For each \( i \), we set \( M[f^i](M[x]) = M[y_i] \). Finally, we set \( M[x] \triangleq M[f^i](M[y_1], ..., M[y_m]) \).

If it were possible to have

\[
\psi \models f(y_1, ..., y_m) \neq x
\]

hold, then we would have \( M \not\models \psi \) and our current proof attempt would not go through. However, we will show that this is never the case.

Note that since \( N \models \psi^* \), if \( \psi^* \) asserts anything about selector applications, these selector applications must be consistent with \( N \). Also, \( \psi^* \) must assert something about selector applications, since we know that \( x \) is either equal to a constructor application or is selected from in the query. Thus, \( \psi^* \models \bigwedge_{i=1}^{m} f^i(x) = y_i \), meaning that \( \psi^* \) asserts the correct constructor behavior. We now use this to guarantee the correct constructor behavior.

There are two ways that incorrect constructor behavior could occur in \( \psi^* \): 1. If \( \psi \models f(y_1, ..., y_m) = x \) which contradicts Equation (1). 2. If \( \psi \models \bigwedge_{i=1}^{m} y_i = f^i(x) \), but then by rule B, we would still have \( \psi^* \models f(y_1, ..., y_m) = x \) which also contradicts Equation (1) since \( \psi^* \models \psi \).

We iterate this construction of \( M \) for each variable in \( V \) for at most \( k \) rounds, since there are \( k \) total variables in \( V \). Thus, since \( \psi^* \) has the acyclicity Axiom 3 instantiated up to a depth \( k \), we do not create any cycles in \( M \).

We can also see that \( M \models \psi \) since each theory literal \( \psi_i \) in \( \psi = \bigwedge_{i=1}^{p} \psi_i \) will be an equality \( x = y \), disequality \( x \neq y \), selector application \( is-f(x) = x \), a tester application \( is-f(x) \), or a constructor application \( f(x_1, ..., x_m) = y \). If it is any of these, then \( M \models \psi \) by how we defined \( M \). Note that if it was a constructor application, then by rule A \( \psi^* \) would have the respective selector applications and thus our construction of \( M \) would satisfy \( \psi \).

Thus, \( M \models \text{ADT} \cup \psi \) and so \((\psi, \text{ADT})\) is sat.

\(\square\)

5 Empirical Evaluation

In this section we empirically compare the performance of our approach to state-of-the-art solvers. Specifically, we aim
to answer the following research questions.

RQ1 How does the overall performance of our approach compare to the state of the art?

RQ2 How complementary is the performance of our approach to that of existing solvers?

We implement a prototype of our approach, called Algaroba, in approximately 2900 lines of OCaml code. We use the Z3 API as the default back-end solver but we allow for any UF solver to be used instead. Algaroba takes inputs in the SMT-LIB language and includes a number of simple optimizations, like hash-consing (Ershov 1958), incremental solving, and theory-specific query simplifications. All experiments are conducted on an Ubuntu workstation with nine Intel(R) Core(TM) i9-9900X CPUs running at 3.50 GHz and with 62 GB of RAM. All solvers were given a 1200 second timeout on each query to be consistent with SMT-COMP. The state-of-the-art solvers in this space are cvc5 (we use version 1.0.6-dev:214.97a64fc16) and Z3 (we use version 4.12.2). We also include Princess (latest release as of 2023-06-19) in our evaluation since it is the most related approach. We describe all three solvers in Sec. 6.

Our evaluation covers two existing benchmark sets from SMT-COMP, one originally from Bouvier (2021) and one originally from Barrett, Shikanian, and Tinelli (2007) (BST for short). These two benchmark sets are useful but limited: every solver succeeds on every BST query so it is difficult to draw performance conclusions; Bouvier queries are more challenging to solve than those in BST and, unfortunately, are more difficult to generate. We call these three random samples a blocks world setup. For each blocks world setup, we randomly sample a set of step numbers ranging from one to two times the number of blocks and generate a blocks world query for each step number. This process resulted in 500 individual queries that each ask “can we get from this initial configuration to this target configuration in exactly this number of steps?”

5.1 RQ1: Overall Performance

To answer our first research question, we time the execution of Algaroba, cvc5, Princess, and Z3 on all queries in all three benchmark sets. When more than one solver terminates on a given query we compare the results to check for disagreements. There was not a single case where one solver returned sat and another returned unsat; therefore, we focus the remainder of our evaluation on execution times.

For the BST benchmark set, which consists of 8000 queries, every solver successfully terminates on every query within the timeout. cvc5 performs the best on average with an average solve time of 0.05 seconds (compared to 0.08 seconds for Algaroba and 0.10 seconds for Z3). Z3 performed the most consistently with a standard deviation of 0.05 seconds (compared to 0.10 seconds for Algaroba and 0.15 seconds for cvc5). Given the magnitude of these values, we conclude that the performance differences between Algaroba, cvc5, and Z3 are negligible on this set. Princess is the slowest (2.20 seconds on average) and least consistent (standard deviation of 1.69 seconds) but still effective.

Results are more interesting for the remaining benchmark sets. Fig. 5a shows the execution times for every solver on every query in the Bouvier benchmark set (excluding timeouts). No solver succeeds on more than half the queries in the set but Algaroba clearly outperforms the rest. In terms of number of queries solved, Algaroba succeeds on 8.5 percentage points more queries than the next best (45.75% ver-
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tifiers, and hybrid eager and lazy approaches. We will also

experiment with different back-end solvers and techniques

for automatically selecting back-ends per input query.
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