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Abstract
This paper studies the Partial Optimal Transport (POT) problem between two unbalanced measures with at most \( n \) supports and its applications in various AI tasks such as color domain adaptation. There is hence a need for fast approximations of POT with increasingly large problem sizes in arising applications. We first theoretically and experimentally investigate the infeasibility of the state-of-the-art Sinkhorn algorithm for POT, which consequently degrades its qualitative performance in real-world applications like point-cloud registration. To this end, we propose a novel rounding algorithm for POT, and then provide a feasible Sinkhorn procedure with a revised computation complexity of \( \tilde{O}(n^2/\varepsilon^4) \). Our rounding algorithm also permits the development of two first-order methods to approximate the POT problem. The first algorithm, Adaptive Primal-Dual Accelerated Gradient Descent (APDAGD), finds an \( \varepsilon \)-approximate solution to the POT problem in \( \tilde{O}(n^{2.5}/\varepsilon) \). The second method, Dual Extrapolation, achieves the computation complexity of \( \tilde{O}(n^2/\varepsilon) \), thereby being the best in the literature. We further demonstrate the flexibility of POT compared to standard OT as well as the practicality of our algorithms on real applications where two marginal distributions are unbalanced.

Introduction
Optimal Transport (OT) (Villani 2008; Kantorovich 1942), which seeks a minimum-cost coupling between two balanced measures, is a well-studied topic in mathematics and operations research. With the introduction of entropic regularization (Cuturi 2013), the scalability and speed of OT computation have been significantly improved, facilitating its widespread applications in machine learning such as domain adaptation (Courty et al. 2017), and dictionary learning (Rolet, Cuturi, and Peyré 2016). However, OT has a stringent requirement that the input measures must have equal total masses (Chizat et al. 2015), hindering its practicality in various other machine learning applications, which require an optimal matching between two measures with unbalanced masses, such as averaging of neuroimaging data (Gramfort, Peyré, and Cuturi 2015) and image classification (Pele and Werman 2008; Rubner, Tomasi, and Guibas 2000).

In response to such limitations, Partial Optimal Transport (POT), which explicitly constrains the mass to be transported between two unbalanced measures, was proposed. It has been studied from the perspective of partial differential equations by theorists (Figalli 2010; Caffarelli and McCann 2010). Practically, the relaxation of the marginal constraints, which are strictly imposed by the standard OT, and the control over the total mass transported grant POT immense flexibility compared to OT (Chapel, Alaya, and Gasso 2020) and more robustness to outliers (Le et al. 2021). POT has been deployed in various recent AI applications such as color transfer (Bonneel and Coeurjolly 2019), graph neural networks (Sarlin et al. 2019), graph matching (Liu et al. 2020), partial covering (Kawano, Koide, and Otaki 2021), point set registration (Wang et al. 2022), and robust estimation (Ni et al., Cummings, and Goldfeld 2023).

Despite its potential applicability, POT still suffers from the computation bottleneck, whereby the more intricate structural constraints imposed on admissible couplings have hindered the direct adaptation of any efficient OT solver in the literature. Currently, the literature (Chapel, Alaya, and Gasso 2020; Le et al. 2021) relies on reformulating POT into an extended OT problem under additional assumptions on the input masses, which can then be solved via existing OT methods, and finally retrieves an admissible POT coupling from the solution to the extended OT problem. This approach has two fundamental drawbacks. First, in the reformulated OT problem, the maximum entry of the extended cost matrix is increased (Chapel, Alaya, and Gasso 2020, Proposition 1), which will always worsen the computational complexity since most efficient algorithms for standard OT (Dvurechensky, Gasnikov, and Kroshnin 2018; Lin, Ho, and Jordan 2019; Guminov et al. 2021) depend on this maximum entry in their complexities. Second, we discover, more details in the Revisiting Sinkhorn section, that although Sinkhorn for POT proposed by (Le et al. 2021) achieves the best known complexity of \( \tilde{O}(n^2/\varepsilon^3) \), it in fact always
outputs a strictly infeasible solution to the POT problem. In brief, by discarding the last row and column of the reformulated OT solution obtained by Sinkhorn, the POT solution, transportation matrix \(X\), will violate the equality constraint \(1^\top X = s\), which controls the total transported mass. Violating this equality constraint can degrade the results of practical applications in robust regimes such as point cloud registration (Qin et al. 2022) and mini-batch OT (Nguyen et al. 2022) (refer to Remark 4 and our Point Cloud Registration experiment). We theoretically justify the ungroundedness of Sinkhorn for POT in the Revisiting Sinkhorn section and empirically verify this claim in several applications in the Numerical Experiment section. Here, in Figure 1, we specifically investigate Sinkhorn infeasibility in a color transfer example (detailed experimental setup in the later Numerical Experiment section). We show that the optimality gap produced by Sinkhorn is unable to reduce lower than \(\varepsilon\), the tolerance of the problem (red line). In other words, Sinkhorn fails to produce an adequate \(\varepsilon\)-approximate POT solution.

To the best of our knowledge, the invalidity of Sinkhorn means there is currently no efficient method for solving POT in the literature. We attribute this to the fact that while the equivalence between POT and extended OT holds at optimality, an efficient OT solver instead only outputs an approximation of the optimum value before projecting it back to the feasible set. However, the well-known rounding algorithm by (Altschuler, Weed, and Rigollet 2017), which is specifically designed for OT, does not guarantee to respect the more intricate structural constraints of POT, resulting in the invalidity of Sinkhorn. Motivated by this challenge and the success of optimization literature for OT, we raise the following central question of this paper:

**Can we design a rounding algorithm for POT and then utilize it to develop efficient algorithms for POT that even match the best-known complexities of those for OT?**

We affirmatively answer this question and formally summarize our contributions as follows.

- We theoretically and experimentally show the infeasibility of the state-of-the-art Sinkhorn algorithm for POT due to its incompatible rounding algorithm. We propose a novel POT rounding procedure ROUND-POT (Round-

Figure 1: Primal optimality gap against optimization rounds achieved by Sinkhorn (Le et al. 2021) and APDAGD for POT. The marginals are from a color transfer application in our Numerical Experiments section, and the red horizontal line depicts the pre-defined tolerance (\(\varepsilon\)) for both algorithms.
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- From our theoretical bounds of the Sinkhorn constraint violations and the newly introduced ROUND-POT, we provide a revised procedure for Sinkhorn which will return a feasible POT solution. We also establish the revised complexity of Sinkhorn for POT (Table 1).
- Predicated on our novel dual formulation for entropic regularized POT objective, our proposed Adaptive Primal-Dual Accelerated Gradient Descent (APDAGD) algorithm for POT finds an \(\varepsilon\)-approximate solution in \(\mathcal{O}(n^{2.5}/\varepsilon)\), which is better in \(\varepsilon\) than the revised Sinkhorn. Various experiments on synthetic and real datasets and with applications such as point cloud registration, color transfer, and domain adaptation illustrate not only our algorithms’ favorable performance against the pre-revised Sinkhorn but also the versatility of POT compared to OT.
- Motivated by our novel rounding algorithm, we further reformulate the POT problem with \(\ell_1\) penalization as a minimax problem and propose Dual Extrapolation (DE) framework for POT. We prove that DE algorithm can theoretically achieve \(\mathcal{O}(n^2/\varepsilon)\) computational complexity, thereby being the best in the POT literature to the best of our knowledge (Table 1).

**Preliminaries**

**Notation**

The set of non-negative real numbers is \(\mathbb{R}_+\). We use bold capital font for matrices (e.g., \(A\)) and bold lowercase font for vectors (e.g., \(x\)). For an \(m \times n\) matrix \(X\), \(\text{vec}(X)\) denotes the \((mn)\)-dimensional vector obtained by concatenating the rows of \(X\) and transposing the result. Entrywise multiplication and division for matrices and vectors are respectively denoted by \(\odot\) and \(\oslash\). For \(1 \leq p \leq \infty\), let \(\|\cdot\|_p\) be the \(\ell_p\)-norm of matrix or vector. For matrices, \(\|\cdot\|_{p \to q}\) is the operator norm: \(\|A\|_{p \to q} = \sup_{\|x\|_p = 1} \|Ax\|_q\). Three specific cases are considered in this paper: for \(q \in \{1, 2, \infty\}\), \(\|A\|_{1 \to q}\) is the largest \(\ell_q\) norm of any column of \(A\). We use \(\|A\|_{\max}\) and \(\|A\|_{\min}\) to denote the maximum and minimum entries in absolute value of a matrix \(A\), respectively. The \(n\)-vectors of zeros and of ones are respectively denoted by \(\mathbf{0}_n\) and \(\mathbf{1}_n\). The \((n - 1)\)-dimensional probability simplex is \(\Delta_n = \{v \in \mathbb{R}^n_+ : v^\top \mathbf{1}_n = 1\}\).

**Partial Optimal Transport**

Consider two discrete distributions \(r, c \in \mathbb{R}_+^n\) with possibly different masses. POT seeks a transport plan \(X \in \mathbb{R}^{n \times n}_+\) which maps \(r\) to \(c\) at the lowest cost. Since the masses at two marginals may differ, only a total mass \(s\) such that \(0 \leq s \leq \min\{|r|_1, |c|_1\}\) is allowed to be transported (Chapel, Alaya, and Gasso 2020; Le et al. 2021). Formally, the POT problem is written as

\[
\text{POT}(r, c, s) = \min \{\mathbb{C}(X)\} \quad \text{s.t.} \quad X \in \mathcal{U}(r, c, s),
\]

where \(\mathcal{U}(r, c, s)\) is defined as

\[
\{X \in \mathbb{R}^{n \times n}_+ : X1_n \leq r, X^\top 1_n \leq c, 1^\top_n X1_n = s\},
\]
i.e. the feasible set for the transport map $X$ is and $C \in \mathbb{R}^{n \times n}$ is a cost matrix. The goal of this paper is to derive efficient algorithms to find an $\varepsilon$-approximate solution to $\text{POT}(r, c, s)$, pursuant to the following definition.

**Definition 1** ($\varepsilon$-approximation). For $\varepsilon \geq 0$, the matrix $X \in \mathbb{R}^{n \times n}$ is an $\varepsilon$-approximate solution to $\text{POT}(r, c, s)$ if $X \in \mathcal{U}(r, c, s)$ and

$$
(C, X) \leq \min(C, X') + \varepsilon \quad \text{s.t.} \quad X' \in \mathcal{U}(r, c, s).
$$

To aid the algorithmic design in the following sections, we introduce two new slack variables $p, q \in \mathbb{R}_+^n$ and equivalently express problem (1) as

$$
\min_{x \geq 0, p \geq 0, q \geq 0} (C, X) \quad \text{s.t.} \quad X_1 n + p = r, X^\top 1 n + q = c, 1_n^\top X_1 n = s.
$$

We also study a equivalent formulation of this problem:

$$
\min_{x \geq 0} \{d(x, C) \} \quad \text{s.t.} \quad Ax = b,
$$

where we perform vectorization with $d^T = (\text{vec}(C)^\top, 0_{2n})$ and $x^T = (\text{vec}(X)^\top, p^\top, q^\top)$. The constraints in Equation 2 are encoded in $Ax = b$, where $A \in \mathbb{R}^{(2n+1) \times (n^2+2n)}$ and $b \in \mathbb{R}^{2n+1}$ such that $(Ax)^T = ((X_1 + p)^\top, (X^\top 1 + q)^\top, 1^\top X_1)$ and $b^T = (r^\top, c^\top, s)$. In other words, the linear operator $A$ has the form

$$
A = \begin{pmatrix}
A' & I_{2n} \\
I_{2n} & 0_{2n}
\end{pmatrix},
$$

where $A'$ is the edge-incidence matrix of the underlying bipartite graph in OT problems (Dvurechensky, Gasnikov, and Kroshnin 2018; Jambulapati, Sidford, and Tian 2019).

**Revisiting Sinkhorn for POT**

We can reformulate Problem (1) by adding dummy points and extending the cost matrix as

$$
\begin{pmatrix}
C & 0_n \\
0_n & A
\end{pmatrix} \in \mathbb{R}^{(n+1) \times (n+1)},
$$

where $A > \max(C_{i,j})$ (Chapel, Alaya, and Gasso 2020). Then the two marginals are augmented to $(n+1)$-dimensional vectors as $\bar{r}^T = (r^\top, \|c\|_1 - s)$ and $\bar{c}^T = (c^\top, \|r\|_1 - s)$. (Chapel, Alaya, and Gasso 2020, Proposition 1) show that one can obtain the solution POT by solving this extended OT problem with balanced marginals $\bar{r}, \bar{c}$ and cost matrix $\bar{C}$. In particular, if the OT problem admits an optimal solution of the form

$$
\bar{X} = \begin{pmatrix}
\bar{X} \\
\bar{q}^\top
\end{pmatrix}
\bar{X}_{n+1,n+1} = s,
$$

then $\bar{X} \in \mathbb{R}_+^{n \times n}$ is the solution to the original POT. (Le et al. 2021) seeks an approximate solution to the extended OT problem using the Sinkhorn algorithm (see Algorithm 5 in the Appendix). Then the rounding procedure by (Altschuler, Weed, and Rigollet 2017) is applied to the solution to give a primal feasible matrix. While the two POT inequality constraints are satisfied, we discover in the following Theorem that the equality constraint $1^\top X_1 = s$ is violated. The proof is in Appendix, Revisiting Sinkhorn for POT section.

**Theorem 2.** For a POT solution $X$ from (Le et al. 2021), the constraint violation $V := 1^\top X_1 - s$ can be bounded as

$$
\bar{O}\left(\frac{\|C\|_{\text{max}}}{A}\right) \geq V \geq \exp\left(-\frac{12A\log n}{\varepsilon} - O(\log n)\right).
$$

**Feasible Sinkhorn Procedure:** With these bounds, we deduce that in order for Sinkhorn to be feasible, one needs to both utilize our ROUND-POT and choose a sufficiently large $A$ (Theorem 3) as opposed to the common practice of picking $A$ a bit larger than 1 (Le et al. 2021). We derive the revised complexity of Sinkhorn for POT as follows.

**Theorem 3 (Revised Complexity for Feasible Sinkhorn with ROUND-POT).** We first derive the sufficient size of $A$ to be $O(\|C\|_{\text{max}}/\varepsilon)$. With this large $A$ and ROUND-POT, Sinkhorn for POT has a computational complexity of $\bar{O}(n^2\|C\|_{\text{max}}/\varepsilon^4)$ as opposed to $\bar{O}(n^2\|C\|_{\text{max}}/\varepsilon^2)$ (Le et al. 2021).

The detailed proof for this theorem is included in Appendix, Revisiting Sinkhorn for POT section. We also empirically verify this worsened complexity in section in Feasible Sinkhorn section in Appendix.

**Remark 4.** Respecting the equality constraint is crucial for various applications that demand strict adherence to feasible solutions like point cloud registration (Qin et al. 2022) (for avoiding incorrect many-to-many correspondences) and mini-batch OT (Nguyen et al. 2022) (for minimizing mis-specification). Hence, it is imperative for POT to transport the exact fraction of mass to achieve an optimal mapping, which is vital for the effective performances of ML models.
Algorithm 1: Rounding POT

Input: \( x = (\text{vec}(X)^T, p^T, q^T)^T \); marginals \( r, c \); mass \( s \).
1. \( p = \text{EP}(r, s, p) \)
2. \( q = \text{EP}(c, s, q) \)
3. \( g = \min \{1, (r - p) \odot X1\} \)
4. \( h = \min \{1, (c - q \odot X1)^T\} \)
5. \( X' = \text{diag}(g) \text{diag}(h) \)
6. \( e_1 = (r - p) - X1 \), \( e_2 = (c - q) - X^T 1 \)
7. \( \bar{X} = X' + e_2e_2^T/\|e_1\|_1 \)

Output: \( \bar{x} = (\bar{X}, p, q) \)

Rounding Algorithm

All efficient algorithms for standard OT (Dvurechensky, Gasnikov, and Kroshnin 2018; Lin, Ho, and Jordan 2019; Guminov et al. 2021) only output an infeasible approximation of the optimum value, and leverage the well-known rounding algorithm (Altschuler, Weed, and Rigollet 2017, Algorithm 2) to project it back to the set of admissible couplings. Nevertheless, its ad-hoc design tailored to the OT’s marginal constraints makes generalization to the case of POT with more intricate structural constraints non-trivial.

In fact, we attribute the rather limited literature on efficient POT solvers to such lack of a rounding algorithm for POT.

Specifically, previous works rely on imposing additional assumptions on the input masses to permit reformulation of POT into standard OT with an additional computational burden (Chapel, Alaya, and Gasso 2020; Le et al. 2021). Deviating from the vast literature, we address this fundamental challenge by proposing a novel rounding procedure for POT, termed Rounding POT (Algorithm 1), to efficiently round any approximate solution to a feasible solution of (2). Given an approximate solution \( x = (X, p, q) \geq 0 \) violating the POT constraints of (2) by a predefined error, \( \|Ax - b\|_1 \leq \delta \) for some \( \delta \). Rounding POT returns \( \bar{x} = (\bar{X}, \bar{p}, \bar{q}) \geq 0 \) strictly in the feasible set, i.e., \( \bar{A}ar{x} = \bar{b} \), and close to \( x \) in \( \ell_1 \) distance.

The Enforcing Procedure (EP) (Algorithm 2) is a novel subroutine to ensure \( 0 \leq \bar{p} \leq r \) and \( \|\bar{p}\|_1 = \|r\|_1 - s \) (Lemma 5). Equivalently, a similar procedure is applied to \( (c, s, q) \) in step 2 of Algorithm 1 with similar guarantees for \( q \). Step 1 transforms \( p \) (or \( q \)) to \( p' \) (or \( q' \)) so that \( 0 \leq p' \leq r \) (or \( 0 \leq q' \leq c \)). The transformation in steps 2 and 3 ensures that \( \|p''\|_1 \leq \|r\|_1 - s \) (or \( \|q''\|_1 \leq \|c\|_1 - s \)). The rest of the EP steps ensure the other guarantee \( \|\bar{p}\|_1 = \|r\|_1 - s \). The proof is in Rounding Algorithm section in the Appendix.

Lemma 5 (Guarantees for EP). We obtain in \( O(n^2) \) time \( 0 \leq \bar{p} \leq r \) and \( \|\bar{p}\|_1 = \|r\|_1 - s \).

For Rounding-POT, steps 3 through 7 check whether the solutions \( X \) violate each of the two equality constraints \( X1 = r - p \) and \( X^T 1 = c - q \); if so, the algorithm projects \( X \) into the feasible set. It is noteworthy that these two constraints directly imply the last needed constraint \( 1^T X1 = s \). Finally, Rounding-POT returns an output that satisfies the required constraints in Equation (2). The following Theorem 6 characterizes the error guarantee of the rounded output \( \bar{x} \). Its detailed proof can be found in Rounding Algorithm section in the Appendix.

Algorithm 2: Enforcing Procedure EP

Input: marginal \( r \) (or \( c \)); mass \( s \); slack variable \( p \) (or \( q \)).
1. \( p' = \min \{p, r\} \)
2. if \( \|p'\|_1 = 0 \) or \( \|r\|_1 = s \)
3. \( \alpha = 1 \)
4. \( p'' = p' \)
5. else
6. \( \alpha = \min \{1, (\|r\|_1 - s)/\|p'\|_1\} \)
7. \( p'' = \alpha p' \)
8. end if
9. if \( \|p''\|_1 > (\|r\|_1 - s) \)
10. \( \bar{p} = p'' \)
11. else
12. \( i = 0 \)
13. while \( \|p''\|_1 \leq \|r\|_1 - s \)
14. \( i = i + 1 \)
15. \( p'' = r_i \)
16. end while
17. \( p'' = p'' - (\|p''\|_1 - \|r\|_1 + s) \)
18. \( \bar{p} = p'' \)
19. end if

Output: \( \bar{p} \).

Theorem 6 (Guarantees for Rounding POT). Let \( A, x \) (consisting of \( X, p \) and \( q \)) and \( b \) be defined as in the preliminaries. If \( x \) satisfies that \( x \geq 0 \) and \( \|Ax - b\|_1 \leq \delta \) for some \( \delta \geq 0 \), Algorithm 1 outputs \( \bar{x} \geq 0 \) (consisting of \( \bar{X}, \bar{p} \) and \( \bar{q} \)) in \( O(n^2) \) time such that \( A\bar{x} = b \) and \( \|x - \bar{x}\|_1 \leq 2\delta s \).
Algorithm 3: Approximating POT by APDAGD

Input: marginals \( r, c; \) cost matrix \( C. \)
1. \( \gamma = \varepsilon / (4 \log(n)), \bar{\varepsilon} = \varepsilon / (8\|C\|_{\max}) \)
2. if \( \|r\|_1 > 1 \) then
   3. \( \bar{\varepsilon} = \min \{\varepsilon, 8(\|r\|_1 - 1)/\|r\|_1 - 1\} \)
   4. end if
5. if \( \|c\|_1 > 1 \) then
   6. \( \bar{\varepsilon} = \min \{\varepsilon, 8(\|c\|_1 - 1)/\|c\|_1 - 1\} \)
   7. end if
8. \( \bar{r} = (1 - \bar{\varepsilon}/8)r + \bar{\varepsilon}1_n/(8n) \)
9. \( \bar{c} = (1 - \bar{\varepsilon}/8)c + \bar{\varepsilon}1_n/(8n) \)
10. \( \bar{X} = \text{APDAGD}(C, \gamma, \bar{r}, \bar{c}, \bar{\varepsilon}/2) \)
11. \( \bar{X} = \text{ROUND-POT}(\bar{X}, \bar{r}, \bar{c}, \bar{\varepsilon}) \)
Output: \( \bar{X}. \)

More details on the dual formulation and properties (strong convexity, smoothness, etc) of the primal and dual objectives are in Appendix. The APDAGD procedure is described in Algorithm 8 in Appendix. So as to approximate POT, we incorporate our novel rounding algorithm with a similar procedure to (Lin, Ho, and Jordan 2019, Algorithm 2), in Algorithm 3.

Computational Complexity

Now, we provide the computational complexity of APDAGD (Theorem 8) and its proof sketch. The detailed proof of this result will be presented in Complexity of APDAGD for POT Detailed Proof subsection in Appendix.

Theorem 8 (Complexity of APDAGD). The APDAGD algorithm returns \( \varepsilon \)-approximation POT solution \( \bar{X} \in \mathcal{U}(r, c, s) \) in \( \tilde{O} \left(n^{5/2}\|C\|_{\max}/\varepsilon \right). \)

Proof sketch. Step 1: we present the reparameterization \( u = -y/\gamma - 1, v = -z/\gamma - 1 \) and \( w = -t/\gamma + 1 \) for the dual (6), leading to the equivalent dual form
\[
\min_{u,v,w} \sum_{i,j=1}^n \exp(-C_{i,j}/\gamma) + u_i + v_j + w) + \sum_{i=1}^n \exp(u_i) + \sum_{j=1}^n \exp(v_j) - \langle u, r \rangle - \langle v, c \rangle - w.s.
\]
This transformation will facilitate the bounding of the dual variables in later steps.

Step 2: we proceed to bound the \( \ell_\infty \)-norm of the transformed optimal dual variables \( \|(u^*, v^*, w^*)\|_{\infty}. \)

Conventional analyses for OT such as (Lin, Ho, and Jordan 2019) are inapplicable to the case of POT due to the addition of the third dual variable \( w \) and more intricate dependencies of the dual variables \( u, v. \) To this end, our novel proof technique establishes the tight bound of \( \|(u^*, v^*, w^*)\|_{\infty} = \tilde{O}(\|C\|_{\max}) \), which consequently translates to the final bound for original dual variables \( \|(y^*, z^*, t^*)\|_2 = \tilde{O}(\sqrt{n}\|C\|_{\max}) \) in Lemma 18. Bounding the \( \ell_2 \)-norm (i.e. bounding \( \bar{R} \)) is crucial because it contributes to the APDAGD guarantees (Theorem 16) and the final complexity.

Step 3: Combining the \( \bar{R} \) bound from Step 2 in view of (Lin, Ho, and Jordan 2019, Proposition 4.10) and the guarantees of ROUND-POT (Theorem 6), we conclude the final computational complexity of APDAGD of \( \bar{O}(n^{1.5}/\varepsilon). \) \( \Box \)

Dual Extrapolation (DE)

Our novel POT rounding algorithm permits the development of Dual Extrapolation (DE) for POT. From our analysis, DE is a first-order and parallelizable algorithm that can approximate POT distance up to \( \varepsilon \) accuracy with \( \tilde{O}(1/\varepsilon) \) parallel depth and \( \tilde{O}(n^2/\varepsilon) \) total work.

Setup

For each feasible \( x, \) we have \( \|x\|_1 = \|X\|_1 + \|p\|_1 + \|q\|_1 = \|r\|_1 + \|c\|_1 - s. \) We can normalize \( x = x/\|r\|_1 + \|c\|_1 - s, \) \( b = b/\|r\|_1 + \|c\|_1 - s. \) These imply \( x \in \Delta_{n^2+2n}. \)

The POT problem formulation (4) is now updated as
\[
\min_{x \in \Delta_{n^2+2n}} (d, x) \text{ s.t. } Ax = b, \tag{7}
\]
We then consider the \( \ell_1 \) penalty for the problem (7) and show that it has equal optimal value and \( \varepsilon \)-approximate minimizer to those of the POT formulation (7) (more details in \( \ell_1 \) Penalization subsection in Appendix). Through a primal-dual point of view, the \( \ell_1 \) penalized objective (26) can be rewritten as
\[
\min_{x, y \in \mathcal{X}} \max \ F(x, y) := d^T x + 23 \|d\|_\infty (y^T Ax - y^T b), \tag{8}
\]
with \( \mathcal{X} = \Delta_{n^2+2n}, \mathcal{Y} = [-1, 1]^{2n+1}. \) Note that the term 23 comes from the guarantees of ROUND-POT (Theorem 6, Lemma 20). Let \( \mathcal{Z} = \mathcal{X} \times \mathcal{Y} \) such that \( x \in \mathcal{X} \) and \( y \in \mathcal{Y}. \) For a bilinear objective \( F(x, y) \) that is convex in \( x \) and concave in \( y, \) it is natural to define the gradient operator \( g(x, y) = (\nabla_x F(x, y), -\nabla_y F(x, y)). \) Specifically for the objective (8), we have \( g(x, y) = (d + 23 \|d\|_\infty A^T y, -23 \|d\|_\infty A(x - b)). \) This minmax objective can be solved with the dual extrapolation (Nesterov 2007), which requires strongly convex regularizers. This setup can be relaxed with the notion of area-convexity (Sherman 2017, Definition 1.2), in the following definition.

Definition 9 (Area Convexity). A regularizer \( r \) is \( \kappa \)-area-convex w.r.t an operator \( g \) if for any \( x_1, x_2, x_3 \) in its domain,
\[
\kappa \sum_i^3 r(x_i) - 3\kappa \left( \sum_i^3 x_i \right)^3 \geq \langle g(x_2) - g(x_1), x_2 - x_3 \rangle.
\]

The regularizer chosen for this framework is the Sherman regularizer, introduced in (Sherman 2017)
\[
r(x, y) = 2 \|d\|_\infty \left(10\langle x, \log x \rangle + x^T A^T (y^2) \right), \tag{9}
\]
in which \( y^2 \) is entry-wise. While this regularizer has a similar form to that in (Jambulapati, Sidford, and Tian 2019), the POT formulation leads to a different structure of \( A. \) For instance, \( \|A\|_1 = 3 \) instead of 2. This following lemma shows that chosen \( r \) is 9-area-convex (its proof is in the Proof of Lemma 10 section in the Appendix).

Lemma 10. Regularizer \( r \) is 9-area-convex with respect to the gradient operator \( g, i.e., \kappa = 9. \)
Algorithm 4: Dual Extrapolation for POT

**Input:** linearized cost $d$; linear operator $A$; constraints $b$; area-convexity coefficient $\kappa$; initial states $s_0^x = 0_{n^2+2n}$, $s_0^y = 0_{2n+1}$; iterations $M$ (Theorem 11)

1. $\nabla_x r(z) = 20 \|d\|_{\infty} (1 - \log(n^2 + 2n)) 1_{n^2+2n}$
2. $\nabla_y r(z) = 0_{2n+1}$
3. for $t = 0, 1, 2, \ldots, T - 1$ do
   4. $v = s_t^x - \nabla_x r(z)$
   5. $u = s_t^y - \nabla_y r(z)$
   6. $(z_t^x, z_t^y) = A(M, v, u)$
   7. $v = v + (d + 23 \|d\|_{\infty} A^T z_t^y) / \kappa$
   8. $u = u - 23 \|d\|_{\infty} (Az_t^x - b) / \kappa$
   9. $(w_t^x, w_t^y) = A(M, v, u)$
   10. $s_t^{x+1} = s_t^x + (d + 23 \|d\|_{\infty} A^T w_t^y) / (2\kappa)$
   11. $s_t^{y+1} = s_t^y - 23 \|d\|_{\infty} (Aw_t^x - b) / (2\kappa)$
4. end for

**Output:** $\bar{w}_x = \sum_{t=0}^{T-1} w_t^x / T$, $\bar{w}_y = \sum_{t=0}^{T-1} w_t^y / T$.

**Algorithmic Development**

The main motivation is the DE Algorithm 7 in Appendix, proposed by (Nesterov 2007). This general DE framework essentially has two proximal steps per iteration, while maintaining a state $s$ in the dual space. We follow (Jambulapati, Sidford, and Tian 2019) and update $s$ with $1/\kappa$ rather than $1/\kappa$ (Nesterov 2007). The proximal steps (steps 2 and 3 in Algorithm 7) needs to minimize:

$$P(x, y) := \langle v, x \rangle + \langle u, y \rangle + r(x, y). \quad (10)$$

This can be solved efficiently with an Alternating Minimization ($\mathcal{AM}$) approach (Jambulapati, Sidford, and Tian 2019). Details for $\mathcal{AM}$ are included in the Appendix. Combining both algorithms, we have the DE for POT Algorithm 4, where each proximal step is solved by the $\mathcal{AM}$ subroutine.

**Computational Complexities**

Firstly, we bound the regularizer $r$ to satisfy the convergence guarantees (Jambulapati, Sidford, and Tian 2019) in Proof of Lemma 22 subsection in Appendix. In that same subsection, we also derive the required number of iterations $T$ in DE with respect to $\Theta$, the range of the regularizer. Next, we have this essential lemma that bounds the number of iterations to evaluate a proximal step.

**Theorem 11 (Complexity of $\mathcal{AM}$).** For $T = \lceil 36\Theta / \varepsilon \rceil$ iterations of DE, $\mathcal{AM}$ Algorithm 8 obtains additive error $\varepsilon / 2$ in

$$M = 24 \log \left( \frac{840 \|d\|_{\infty} / \varepsilon^2 + 6 / \varepsilon}{\Theta} \right) + 1336 \|d\|_{\infty} / 9$$

iterations. This is done in wall-clock time $\mathcal{O}(n^2 \log n)$ with

$$\eta = \log n \|d\|_{\infty} / \varepsilon.$$

The proof of this theorem can be found in Proof of Theorem 11 subsection in Appendix. The main proof idea is to bound the number of iterations required to solve the proximal steps. This explicit bound for the number of $\mathcal{AM}$ iterations is novel as DE for OT (Jambulapati, Sidford, and Tian 2019), the authors runs a while loop and do not analyze its final number of iterations. We can now calculate the computational complexity of the DE algorithm. The proof is in Proof of Theorem 12 subsection in Appendix.

**Theorem 12 (Complexity of DE).** In $\mathcal{O}(n^2 \|C\|_{max} / \varepsilon)$ wall-clock time, the DE Algorithm 4 returns $(\bar{w}_x, \bar{w}_y) \in Z$ so that the duality gap (27) is less than $\varepsilon$.

**Numerical Experiments**

In this section, we provide numerical results on approximating POT and its applications using the algorithms presented above.\(^1\) In all settings, the optimal solution is found by solving the linear program (1) using the cvxpy package. Due to space constraint, we also include many extra experiments such as domain adaptation application, large-scale APDAGD, run time for varying $\epsilon$ comparison, and revised Sinkhorn performance in Appendix, further solidifying the efficiency and practicality of the proposed algorithms.

**Run Time Comparison**

APGAGD vs DE: We are able to implement the DE algorithm for POT while the authors of DE for OT faced numerical overflow and had to use mirror prox instead “for numerical stability considerations” (Jambulapati, Sidford, and Tian 2019). For the setup of Figure 2, we use images in the CIFAR-10 dataset (Krizhevsky and Hinton 2009) as the

---

\(^1\)Implementation and numerical experiments can be found at https://github.com/joshnguyen99/partialot.
marginals. More details are included in the Further Experiment Setup Details section in Appendix. In Figure 2, despite having a better theoretical complexity, DE has relatively poor practical performance compared to APDAGD. This is not surprising as previous works on this class of algorithms like (Dvinskikh and Tiapkin 2021) reach similar conclusions on DE’s practical limitations. This can be partly explained by the large constants that are dismissed by the asymptotic computational complexity. Thus, in our applications in the following subsection, we will use APDAGD.

**APGAD vs Sinkhorn:** For the same setting with CIFAR-10 dataset, we report that the ratio between the average per iteration cost of APDAGD and that of Sinkhorn is 0.68. Furthermore, in the Run Time for Varying $\varepsilon$ section in Appendix, we reproduce the same result in Figure 6 as Figure 1 in (Dvurechensky et al., 2018), comparing the runtime of APDAGD and Sinkhorn for varying $\varepsilon$.

**Revised Sinkhorn**

Using the similar setting as the later example of color transfer, we can empirically verify that our revised Sinkhorn can achieve the required tolerance $\varepsilon$ of the POT problem in Figure 3 (as opposed to pre-revised Sinkhorn in Figure 1).

**Point Cloud Registration**

We now present an application of POT in point set registration, a common task in shape analysis. Start with two point clouds in three dimensions $R = \{x_i \in \mathbb{R}^3 \mid i = 1, \ldots, m\}$ and $Q = \{y_j \in \mathbb{R}^3 \mid j = 1, \ldots, n\}$. The objective is to find a transformation, consisting of a rotation and a translation, that best aligns the two point clouds. When the initial point clouds contain significant noise or missing data, the registration result is often badly aligned. Here, we consider a scenario where one set has missing values. In Figure 4 (a), the blue point cloud is set to contain the front half of the rabbit, retaining about 45% of the original points. A desirable transformation must align the first halves of the two rabbits correctly. Figure 4 compares the point clouds registration result using these methods. If $T$ is simply the OT matrix, not subject to a total transported mass constraint, the blue cloud is clearly not well-aligned with the red cloud. This is because the points for which the blue cloud is missing (i.e., the right half of the rabbit) are in the red cloud. If the total mass transported is set to $s = \min(m, n)$, then we end up with a POT matrix $T$ with all entries summing to $s$. In Figures 4 (c) and (d), the POT solution leads to a much better result than the OT solution: the left halves of the rabbit are closer together. Importantly, the feasible solution obtained by APDAGD leads to an even better alignment, compared to the pre-revised Sinkhorn, due to its infeasibility.

**Color Transfer**

For color transfer, a popular application in computer vision, POT offers flexibility in transferring colors between two possibly different-sized images, in contrast to OT which requires two color histograms to be normalized (Bonneel et al. 2015). We follow the setup by (Blondel, Seguy, and Rolet 2018). Implementation details are in the Further Experiment Setup Details section in Appendix. Our results are presented in Figure 5. The third row displays the result produced by APDAGD with different levels of $\alpha$ (or transported mass $s$). Increasing $\alpha$ makes the wall color closer to the lighter part of the kiwi in the target image but comes at a cost of saturating the window frames’ white. We emphasize that $\alpha$ is a tunable parameter, and the user can pick the most suitable transported mass. This can be more flexible than the vanilla OT which requires marginal masses to be normalized. We also emphasize that qualitatively, the solution produced by APDAGD closely matches the exact solution on top right corner, in contrast to pre-revised Sinkhorn’s (Le et al. 2021).

**Conclusion**

In this paper, we first examine the infeasibility of Sinkhorn for POT. We then propose a novel rounding algorithm which facilitates our development of feasible Sinkhorn procedure with guarantees, APDAGD and DE. DE achieves the best theoretical complexity while APDAGD and revised Sinkhorn are practically efficient algorithms, as demonstrated in our extensive experiments. We believe the rigor and applicability of our proposed methods will further facilitate the practical adoptions of POT in AI applications.
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