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Abstract
The completion of large occluded human body images poses a unique challenge for general image completion methods. The complex shape variations of human bodies make it difficult to establish a consistent understanding of their structures. Furthermore, as human vision is highly sensitive to human bodies, even slight artifacts can significantly compromise image fidelity. To address these challenges, we propose a large occluded human image completion (LOHC) model based on a novel image-prior cooperative completion strategy. Our model leverages human segmentation maps as a prior, and completes the image and prior simultaneously. Compared to the widely adopted prior-then-image completion strategy for object completion, this cooperative completion process fosters more effective interaction between the prior and image information. Our model consists of two stages. The first stage is a transformer-based auto-regressive network that predicts the overall structure of the missing area by generating a coarse completed image at a lower resolution. The second stage is a convolutional network that refines the coarse images. As the coarse result may not always be accurate, we propose a Dynamic Fusion Module (DFM) to selectively fuses the useful features from the coarse image with the original input at spatial and channel levels. Through extensive experiments, we demonstrate our method’s superior performance compared to state-of-the-art methods.

Introduction
Image completion (a.k.a. image inpainting) refers to the task of reconstructing the missing part of partially visible images based on the information of visible parts in the image. It has been an active research topic in the past decades. Traditional methods (Efros and Freeman 2001; Kwatra et al. 2005) and earlier deep learning-based methods (Yu et al. 2018, 2019) are mainly focused on the background inpainting problem, i.e. completing the background part in an image, which achieved superior performance and have been incorporated in many practical applications. Recent research has started paying more attention to a more difficult object inpainting problem, i.e. completing missing or partially missing objects in an image (Zhao et al. 2021b; Zeng, Lin, and Patel 2022;)

Figure 1: A demonstration of our method and several representative image completion methods (Zheng et al. 2022a; Zhao et al. 2021a; Suvorov et al. 2022) for completing images under various occlusions.

Xie et al. 2023). Compared to background inpainting, object inpainting is a much harder problem and requires a higher-level semantic understanding of image data. Although recent advance in deep generative models (Suvorov et al. 2022; Zhao et al. 2021a; Zheng et al. 2022a) have shown great promise, object inpainting remains a significant and challenging problem within the field of computer vision.

Among all objects, the completion of the human in an image presents unique challenges due to both its intrinsic difficulties and the elevated scrutiny from human viewers. As human bodies have distinct features from the surrounding environment, the traditional inpainting principle based on borrowing features from the background is no longer effective. Due to the presence of clothes, different parts of the human body can possess unique features, which brings additional challenges for modeling. In addition, compared to other objects, human vision is more adapted to perceive the
human body. Therefore, even small distortions and artifacts can lead to very unpleasant results.

Fortunately, while human bodies can make a variety of postures and actions, they still have a roughly fixed form and topology, allowing the utilization of prior information such as segmentation maps (Wu et al. 2019; Zhao et al. 2021b; Han et al. 2019) and posture (Lassner, Pons-Moll, and Gehler 2017; Balakrishnan et al. 2018; Men et al. 2020; Grigorev et al. 2019). Most previous approaches for human image inpainting first complete a partially occluded human parsing map and then use it as a prior to guide the completion of the images. While these approaches have demonstrated promising results, their effectiveness is limited, especially in cases where a large area of the human body is occluded, as shown in Fig. 1. This is because completing a parsing map with a large area missing is not significantly easier for the model than completing the corresponding image. Over-reliance on inpainted parsing maps can lead to worse image inpainting results when the inpainted parsing maps are inaccurate. Furthermore, the domain gap between the parsing map and the image makes it difficult for the model to exploit the information in the parsing map to guide the image completion process, which limits the guidance effect of the parsing map.

To tackle these challenges, we propose a two-stage deep learning network with an image-prior cooperative completion strategy for human image completion. The example of completion results is shown in Fig. 2. Different from traditional inpainting methods that rely solely on the guidance of pre-completed prior information (Wu et al. 2019; Zhao et al. 2021b; Nazeri et al. 2019; Yang and Guo 2020), the proposed method completes the image and human body segmentation map simultaneously and uses the completed segmentation map to provide additional supervision on the human body area in the image. As shown in Fig. 3, compared to the unilateral guidance of the segmentation map for image completion, our cooperative completion strategy allows the information of the segmentation map to always interact with the image information in the process of the simultaneous completion of the segmentation map and the image. The cooperative completion strategy enables the network to better learn and understand the relationship between people and the environment in the image with the help of the segmentation map, which ultimately leads to better human completion results. In addition, We found that the existing discriminators cannot provide satisfactory guidance on both the local texture details and the human body structure. Therefore, we use two discriminators that focus on the texture details and the global human body structure in the image, respectively, ensuring that the generated human image has both a reasonable structure and realistic details.

We summarize our contributions as follows:

- We proposed an innovative human image completion strategy based on the prior of the human body segmentation map, allowing the network to fully leverage the prior information to complete the image more accurately.
- We introduce a human image completion network that can realistically complete the human body in an image, even in cases where large areas are occluded. Code is available at https://github.com/ZhaoHengrun/LOHC.
- We develop a set of training strategies for human image completion that effectively incorporate both human and environmental factors, improving the overall quality of the completed images.

### Related Work

#### General Image Completion

Traditional image completion methods, such as patch-based and color diffusion-based methods (Efros and Freeman 2001; Kwatra et al. 2005; Barnes et al. 2009; Ballester et al. 2001; Chan and Shen 2001; Criminisi, Pérez, and Toyama 2004), often copy or propagate existing image content to fill in occluded areas. These methods may produce blurry and unrealistic results when applied to complex visual scenes. In the past few years, most of the mainstream works have focused on deep learning-based solutions that incorporate higher-level image understanding (Suvorov et al. 2022; Zheng et al. 2022b; Zhao et al. 2021a; Iizuka, Simo-Serra, and Ishikawa 2017; Park et al. 2020; Pathak et al. 2016; Yi et al. 2020; Yu et al. 2018, 2019; Zeng et al. 2021). These methods leverage generative adversarial networks (GANs) (Goodfellow et al. 2020) to generate complex structures and high-resolution details that are perceptually indistinguishable from real images. By combining advanced visual features with semantic understanding, GAN-based methods significantly improve the effectiveness of image completion, achieving high-quality results even in the presence...
of large occluded areas and complex structures. Diffusion models (Sohl-Dickstein et al. 2015) have recently demonstrated amazing image generation capabilities and have also achieved excellent results in the field of image completion (Rombach et al. 2022; Lugmayr et al. 2022). Nevertheless, these methods often demand substantial computational resources, thereby constraining their research and practical application.

Object Image Completion
Completing objects in images is a more challenging task compared to completing general content. Xiong et al. (Xiong et al. 2019) propose a foreground-aware image inpainting method that utilizes explicit contour guidance for image completion. Ke et al. (Ke, Tai, and Tang 2021) propose a video object inpainting network that models the shape and boundary of the object separately in the frame sequence to achieve both shape completion and texture generation of the object. Zeng et al. (Zeng, Lin, and Patel 2022) proposed a Contextual Object Generator (CogNet), which innovatively completes the occluded area by generating an object based on contextual content and the shape of the occluded mask. Xie et al. (Xie et al. 2023) proposed SmartBrush for completing a missing region in an image with an object using both text and shape guidance.

The human body is a highly intricate object, making its completion even more challenging. In recognition of this, several researchers have focused on the human image completion task. Han et al. (Han et al. 2019) proposed Fashion Inpainting Networks (FiNet), which can reconstruct missing clothing parts in fashion portrait images based on partially missing parsing maps. Wu et al. (Wu et al. 2019) propose a two-stage deep learning framework for portrait image completion that extracts a complete human body structure using a human parsing network in the first stage and fills the unknown area in the image using an image completion network in the second stage. Zhao et al. (Zhao et al. 2021b) propose a prior-based human image completion method (PBHC) that uses structure and structure-texture correlation priors to recover a reasonable human shape and compensate for occluded texture.

However, their methods are limited by the effectiveness of human parsing map completion. Due to the lack of involvement of advanced semantic information, the completion of the human parsing map often fails to produce satisfactory results when there are large occluded areas or the character has complex postures or self-occlusions, resulting in poor quality of the final generated image.

Method

Image-Prior Cooperative Completion
Given an image $I$ with a binary mask $M$ indicating the area to inpaint, a image completion model $G$ typically generates a completed image $I_g$ based on the masked image $I_m = I \odot M$ and the mask $M$:

$$I_g = G(I_m, M),$$

where $\odot$ represents element-wise multiplication. In object inpainting, object prior (such as segmentation map) is often used as guidance. These prior-based object completion methods typically complete the segmentation prior $S_m$ first and then proceed to complete the image based on the completed prior using separate models $G_S$ and $G_I$:

$$S_g = G_S(I_m, S_m, M)$$
$$I_g = G_I(I_m, S_g, M)$$

Taking inspiration from recent studies (Wang et al. 2023a,b; Ye and Xu 2022; Jain et al. 2023; Xi et al. 2022) that highlight the benefits of multitask joint learning compared to separate single-task learning in unified perceptual models, our work delves into the image-prior cooperative completion strategy for human image completion. Instead of performing a prior-pre-completion process using a separate network, we model the joint completion of a masked image and prior using an image-prior co-completion process.

Given an incomplete image $I_m$ and the corresponding incomplete segmentation map $S_m$, our co-completion process aims to produce the completed image $I_g$ and segmentation prior $S_g$ simultaneously with a unified model $G$:

$$I_g, S_g = G(I_m, S_m, M)$$

The image-prior cooperative completion strategy allows for the prior information to be incorporated throughout the entire joint completion process and combined more effectively with image features, leading to a stronger understanding of human body representation information and ultimately improving the quality of completed human images.

Overall Architecture
We model the image-prior cooperative completion process with a large occluded human image completion (LOHC) network. It consists of a coarse network and a refinement network, as depicted in Fig. 4. The coarse network aims to complete the overall structure of the missing area at a lower resolution. It takes the downsampled occluded image $I_m$, segmentation map $S_m$, and mask $M$ as input and generates a low-resolution complete image $I_c$ and a segmentation map $S_c$. Inspired by the excellent contextual interaction capabilities of Masked Autoencoder (MAE) (He et al. 2022), we use an auto-regressive transformer architecture that operates at image patches. Subsequently, the refinement network generates a full-resolution complete image $I_g$ and human body segmentation map $S_g$ based on the $I_c$ and $S_c$.

Coarse Network
The coarse network is a transformer-based encoder-decoder network. In order to enable the network to encode the human body area more effectively, we utilize two encoders (Encoder I and H in Fig. 4) to capture the information of the human body area and the environment separately. Then the two sets of encoder features are concatenated and decoded by a single large decoder into image patches. To reduce the computing cost and focus on the overall structure of the image, we scale $I_m, S_m,$ and $M$ to $64 \times 64$ and split them into non-overlapping $4 \times 4$ patches to be processed by the coarse network. We remove all of the patches that have been partially or completely occluded by $M$ from the encoders’ input, retaining only the patches that are completely unoccluded. The decoder then learns to predict the full set of patches from the ground-truth unoccluded image and segmentation map.
Figure 4: The pipeline of our proposed human image completion network. Given an incomplete image and the corresponding incomplete segmentation map, the coarse network generates a coarse completed image and segmentation map simultaneously at low resolution. The refinement network then completes the final high-resolution image and segmentation map based on the coarse result and the original incomplete image.

Figure 5: Mask example. In cases where the mask is small and dense, the patch mask caused by MAE may lead to significant expansion of the mask. Nevertheless, thanks to the dynamic fusion module, the refinement network can still selectively utilize effective information to generate realistic content.

Figure 6: Architecture of our proposed dynamic fusion module (DFM), which includes two parts: channel attention (blue area) and spatial attention (pink area).

**Refinement Network**

Our refinement network employs an encoder-decoder structure and utilizes Fast Fourier Convolution (FFC) blocks (Suvorov et al. 2022). The capability to build long-range dependency of transformers makes the coarse network suitable for processing largely occluded images. However, as depicted in Fig. 5, its patch-wise processing scheme ignores useful information in partially occluded patches, resulting in a significant deterioration in the quality of the completed image, especially when the mask is small and dense.

Fortunately, the refinement network based on convolution blocks has inherent advantages in completing small and spotty occluded areas. In order to combine the coarse network’s large-area construction capability with the refinement network’s nearby pixel completion capability, we selectively fuse the features from $I_c$ and $I_m$ at the pixel level with a Dynamic Fusion Module (DFM) before processing by the refinement network. As shown in Fig. 6, this module comprehensively considers factors such as image content, mask, and segmentation map, and applies weighted aggregation separately to the channels and spatial dimensions.

Specifically, the channel attention mechanism in DFM generates a pixel-wise attention weight for each channel to modulate the features from $I_c$ before the fusion operation:

$$F_c = W_{CA} \odot F_c,$$

where the weight $W_{CA}$ is calculated as:

$$W_{CA} = \Phi_c \odot \Phi_m$$

where $\phi^c_i, \phi^S_i, \phi^M_i$ are computed as follows,

$$\phi^c_i = F(I_i)$$

$$\phi^S_i = F(S_c, S_m, |S_c - S_m|)$$

$$\phi^M_i = F(M_p, M, |M_p - M|)$$

where $F$ represents convolutional blocks, $S_c$ represents the segmentation map completed by the coarse network, $S_m$ represents the original occluded segmentation map, and $M_p$ represents the mask expanded by patching in the coarse network.

The spatial attention is modulated by two pixel-by-pixel weights that are multiplied and added to the features $F_{fus}$ fused through the channel attention, respectively:

$$F_{SA} = W^c_{SA} \odot F_{fus} + W^S_{SA}$$

where $W^c_{SA}$ and $W^S_{SA}$ are the weights for channel and spatial attention, respectively.
where \( W^\gamma_{SA} \) and \( W^\beta_{SA} \) are obtained by embedding \( \Psi \), which calculated as:

\[
\Psi = \psi^I \odot \psi^S \odot \psi^M
\]

(12)

Where \( \psi^S \) and \( \psi^M \) are mask embedding and segmentation embedding, \( \psi^I \) is the spatial attention embedding of the features before fusion, and obtained similar to (Woo et al. 2018).

### Loss Functions

Following common practice in the previous studies, we design our loss function by combining an L1-based loss, an adversarial loss and a perceptual loss. We apply L1 loss between the completed image / segmentation map and the ground truth. To provide additional supervision for the human area, we apply an additional L1 loss for the human area. Our L1-based loss term is as follows,

\[
\mathcal{L}_{rec} = (\| I - I_g \|_1 + \| S - S_g \|_1) + \| H - H_g \|_1 \odot (1 - M)
\]

(13)

(14)

where \( H = S \odot I \) and \( H_g = S_g \odot I_g \) refer to the human area in the ground-truth image and the completed image, respectively. For adversarial loss \( \mathcal{L}_D \), we use two PatchGAN discriminators (Isola et al. 2017). One discriminator \( D^{local} \) only takes the image as input and focuses on matching the local statistics to the ground-truth image patches. The other discriminator \( D^{global} \) takes both the image and the segmented human area and segmentation map as inputs to improve global human body structure. Please refer to (Isola et al. 2017; Goodfellow et al. 2020) for the specific definition of the adversarial loss. We also adopt the feature matching loss proposed (Wang et al. 2018), and the total adversarial loss is computed as follows,

\[
\mathcal{L}_{adv} = \mathcal{L}^{local}_G + \mathcal{L}^{global}_G + 10\mathcal{L}^{local}_{fm} + 10\mathcal{L}^{global}_{fm},
\]

(15)

where \( \mathcal{L}^{local}_G, \mathcal{L}^{local}_{fm} \) are the vanilla adversarial loss and feature matching loss for \( D^{local} \), and \( \mathcal{L}^{global}_G, \mathcal{L}^{global}_{fm} \) are those for \( D^{global} \). We use an architecture similar to those in (Isola et al. 2017) for the discriminators.

The total loss is defined as follows:

\[
\mathcal{L} = 10\mathcal{L}_{rec} + 5\mathcal{L}_{adv} + 60\mathcal{L}_{pl},
\]

(16)

where \( \mathcal{L}_{pl} \) represents the high receptive field perceptual loss proposed in (Suvorov et al. 2022). We apply the same loss terms to both the coarse and refinement networks except for \( \mathcal{L}_{pl} \), which is only applied to the refinement network.

### Experiments

#### Datasets

Currently, there are no datasets specifically designed for human image completion tasks. Previous works utilize the LIP dataset (Gong et al. 2017) and some fashion portrait parsing datasets (Liang et al. 2015; Lassner, Pons-Moll, and Gehler 2017) for training and evaluation. However, only the rectangular area of the human body is preserved in the images of the LIP dataset. This restriction can make it hard for image completion methods to learn and complete specific human structures based on the image content since the aspect ratio of the image becomes closely tied to the approximate posture and position of the person in the image. Moreover, if the image is uniformly scaled to a consistent size, it may disrupt the original scale and structure of the image content, further complicating the image completion process. As for the fashion portrait analysis datasets, the human posture is too simple and singular, which is also not suitable for our task. As a result, we opted to use the AHP dataset (Zhou et al. 2021), which consists of 56,599 images collected from several large-scale instance segmentation and detection datasets, including COCO (Lin et al. 2014), VOC (Everingham et al. 2010), LIP (Gong et al. 2017), Objects365 (Shao et al. 2019) and OpenImages (Kuznetsova et al. 2020).

To prepare the dataset, we first cropped the square area where the human was located in the image, uniformly scaled to a size of 256 × 256. For testing, we used the original dataset’s validation set, which amounted to 3400 pieces, while for training, we utilized the original dataset’s training set of 53199 images.

To generate masks for our training and testing data, we utilized the same methods as TFill (Zeng et al. 2022a) for generating central square masks, random regular masks, and random irregular masks. In addition, we also adopted the mask generation method used in Deepfill v2 (Yu et al. 2019) to generate a set of irregular masks. We randomly generated these four types of masks in real time during training. We evaluated the performance of methods on the central square masks, rectangular masks and three sets of object masks provided by (Zeng et al. 2020).

#### Implementation Details

Our network training procedure consists of three distinct stages. First, we pre-train the coarse network refer to (He et al. 2022). To encourage long-distance pixel associations, we employ a random mask with a 90% masking ratio, as the adjacent visible pixels under a 75% masking ratio random mask are still relatively close to each other. We then refine the entire pre-trained coarse network and subject it to normal training. Finally, we train the refinement network.

Thanks to the reduced computational requirements at lower resolutions, we were able to design a deeper coarse network without sacrificing performance. Specifically, our coarse network includes two encoders, each with 32 layers and a width of 128. The decoder has 32 layers and a width of 256, which matches the combined width of the two encoder tokens. Similar to LaMa (Suvorov et al. 2022), our refinement network employs 4x downsampling and upsampling for image features, and utilizes 9 FFC blocks to complete image features at lower scales.

We obtain the segmentation map of human body through U-Net (Ronneberger, Fischer, and Brox 2015).

In our training process, we utilized Adam as the optimizer for all components. We trained the coarse network with a batch size of 128 and set the learning rate to 1e-4. For the refinement network, we used a smaller batch size of 16 and set the learning rate to 1e-3. The learning rates of all discriminators are set to 1e-6. We use the Pytorch framework for our implementation and train on an Nvidia A100 GPU.
To evaluate the effectiveness of our proposed method, we compared it with several state-of-the-art image completion methods, including LaMa (Suvorov et al. 2022), Co-Mod-GAN (Zhao et al. 2021a), TFill (Zheng et al. 2022a), and CR-Fill (Zeng et al. 2021), as well as a human body completion method PBHC (Zhao et al. 2021b). We quantitatively measured the performance of each method using metrics such as PSNR, SSIM, FID, and LPIPS.

**Quantitative evaluation.** For the human visual experience, the quality of the human area in the image has a more significant impact on the authenticity of the image’s appearance. Therefore, we conducted additional evaluations on the human area in the image based on the segmentation map of the original image. As illustrated in Table 1, LOHC achieves state-of-the-art performance on the AHP dataset. In particular, LOHC exhibits significantly superior performance over other methods when completing images with large areas of occluded human body parts.

**Visual quality.** We provide a visual comparison between our method and existing approaches. As shown Fig. 7, our method is able to more completely and reasonably complete the human body, while maintaining a clear boundary between the character and the environment.

**User study.** We randomly selected 50 images from the AHP validation set and occluded them with 10 masks. We invited 10 human scorers for evaluation, the scorers were presented with the completed images by different methods in random order and asked to select the best result. The number of user preferences for each method is shown in Table 2. Our method was most frequently preferred by the human scorers.

**Ablation Study**

In this part, we study the specific effect of each part of our method. The following experiments all use unified model parameters and experimental settings. To speed up the experiment, we no longer conduct pre-training on the coarse network and only test the images on VOC masks. The ex-
significant improvement in the network’s performance.

efficiently utilize segmentation information, resulting in a network’s image completion performance to some extent.

supervision or completing the segmentation map (Option II).

segmentation map into the model, without providing any sup-

vision information is removed. Furthermore, we analyzed on the complete image, and the loss function related to segmenta-

tion is used as input into the network to generate the completed man image encoder in the coarse network is replaced by the image in the coarse network, we constructed three comparative schemes to replace the encoders of the coarse network in the baseline: encoding only the image with a single large encoder (Option IV); encoding both the image and the human part of the image simultaneously with the large encoder (Option V); and using the original two encoders in the baseline but making them both encode only the image (Option VI). All three methods have the same parameters as the baseline.

The results show that the coarse completed images generated by the coarse network can significantly improve the structural authenticity of the finally completed images. Although the human image part without a background has less information than the complete image, it can enable the decoder to better analyze the shape of the person and generate a more realistic human body, especially when the human part is separately encoded.

Dynamic fusion module. We conducted experiments to separately exclude the complete dynamic fusion module (Option VII) and its channel attention (Option VIII) and spatial attention (Option IX) parts in the refinement network to assess their impact on network performance.

The experimental results indicate that directly concatenating coarse images with occluded images substantially limits the performance of refinement networks. Both channel attention and spatial attention in the dynamic fusion module significantly improve the performance of the network, which is essential for achieving higher-quality output.

Dual discriminator. To evaluate the efficacy of the global discriminators, we removed them from both the coarse and refinement networks (Option X).

The experimental results show that the global discriminator plays a crucial role in guiding the overall structure of images in both coarse and refinement networks, and its removal significantly impacts the network’s performance. Moreover, both the human part image and the complete image are indispensable for the effective operation of the global discriminator.

Conclusion

In this paper, we have investigated the completion of large occluded human images. We proposed a two-stage human image completion network based on an image-prior cooperative completion strategy. Our study highlights that integrating prior completion with the image completion process can be a more effective approach for utilizing prior information to generate more realistic images. We demonstrate the importance of providing additional supervision on human body parts during training for human body image completion tasks. Achieving adequate attention to both human structure and detailed texture using a single discriminator can be challenging, but our findings suggest that this issue can be effectively addressed by employing two discriminators - one for supervising global features and the other for supervising local features. Finally, extensive experimental results indicate our method performs better than state-of-the-art methods in the human image completion task. In addition, the application of our strategy to other models of backbone structure is still feasible in theory, and human image completion based on other backbones such as the diffusion model deserves further study in the future.
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