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Abstract

Existing object detection models are mainly trained on large-
scale labeled datasets. However, annotating data for novel
aerial object classes is expensive since it is time-consuming
and may require expert knowledge. Thus, it is desirable to
study label-efficient object detection methods on aerial im-
ages. In this work, we propose a zero-shot method for aerial
object detection named visual Description Regularization, or
DescReg. Concretely, we identify the weak semantic-visual
correlation of the aerial objects and aim to address the chal-
lenge with prior descriptions of their visual appearance. In-
stead of directly encoding the descriptions into class embed-
ding space which suffers from the representation gap prob-
lem, we propose to infuse the prior inter-class visual simi-
larity conveyed in the descriptions into the embedding learn-
ing. The infusion process is accomplished with a newly de-
signed similarity-aware triplet loss which incorporates struc-
tured regularization on the representation space. We conduct
extensive experiments with three challenging aerial object de-
tection datasets, including DIOR, xView, and DOTA. The re-
sults demonstrate that DescReg significantly outperforms the
state-of-the-art ZSD methods with complex projection de-
signs and generative frameworks, e.g., DescReg outperforms
best reported ZSD method on DIOR by 4.5 mAP on unseen
classes and 8.1 in HM. We further show the generalizability
of DescReg by integrating it into generative ZSD methods as
well as varying the detection architecture. Codes will be re-
leased at https://github.com/zq-zang/DescReg.

Introduction
Aerial object detection aims to detect objects from aerial
images (Xia et al. 2018; Yang et al. 2019; Ding et al.
2021), e.g., images captured from an unmanned aerial vehi-
cle (UAV). It plays an important role in many remote sensing
applications, such as UAV-aided environmental monitor and
disaster response systems. Benefiting from the development
of deep convolution neural networks (CNNs), aerial object
detection has been extensively studied and advanced (Yang
et al. 2019; Zhu et al. 2021; Li et al. 2022, 2020; Deng et al.
2020; Han et al. 2021) in recent years. Prior research mainly
focuses on improving the accuracy or efficiency based on
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Figure 1: Illustration of weak semantic-visual correlation
problem. We perform hierarchical clustering with semantic
embeddings and show the radial dendrogram for the 20 com-
mon object classes from the Pascal VOC dataset (left) and
the 20 aerial object classes from the DIOR dataset(right).
The common object classes show clear clustering result
which corresponds well to visual appearance (e.g., horse,
cow, and sheep), while the semantic clustering of aerial ob-
ject classes are inevident and shows much less correlation
with visual appearance. Best viewed with zoom-in.

a fully supervised paradigm. However, labeling objects for
large-scale aerial images is extremely costly due to the small
object size and irregular viewing angle. Hence expanding the
vocabulary becomes a challenge for fully supervised aerial
object detection methods (Lam et al. 2018).

Zero-shot object detection (ZSD), which aims to de-
tect unseen object classes without bounding box annota-
tions (Bansal et al. 2018; Demirel, Cinbis, and Ikizler-
Cinbis 2018; Rahman, Khan, and Porikli 2018), appears as a
promising approach for reducing the copious label demand
in aerial object detection. ZSD methods mainly leverage the
semantic relation between object classes to detect unseen
classes, e.g., Cat and Dog are semantically similar, and thus
the knowledge learned on Cat could be transferred to rec-
ognize Dog. Methodologically, this knowledge transfer pro-
cess is typically realized through learning a command em-
bedding function to align visual and semantic features (Rah-
man, Khan, and Porikli 2018; Bansal et al. 2018; Zheng
et al. 2020; Rahman, Khan, and Barnes 2020), or learning
a universal synthesizer function to generate training sam-
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ples (Hayat et al. 2020; Zhao et al. 2020; Zhu, Wang, and
Saligrama 2019; Huang et al. 2022; Sarma, Kumar, and Sur
2022). However, we find that existing ZSD methods perform
poorly on aerial images due to weak semantic-visual corre-
lation. Concretely, as shown in Fig. 1, our core observation
is that objects in natural images tend to be visually distinct
and align well with semantic clustering, yet objects from
aerial images often appear vague and lack semantic corre-
lation. Such an issue hinders effective recognition of unseen
classes.

Based on the analysis, we aim to incorporate textual de-
scriptions to enhance the semantic understanding of aerial
object classes. These descriptions, which detail visual char-
acteristics, act as prior knowledge. We initially encoded
these descriptions using semantic embeddings from a pre-
trained language model, noting a performance improvement,
though limited. This limitation is likely due to the visual-
semantic representation gap (Wang and Chen 2017), more
pronounced in aerial images. Consequently, we shift our ap-
proach, using textual descriptions for structural regulariza-
tion. Our proposed method, Description Regularization (De-
scReg), aims to maintain the visual similarity structure in
the classification space, enhancing knowledge transfer from
seen to unseen classes. For this, we designed an adaptive
triplet loss, treating each projected class embedding as sep-
arate samples. This involves sampling positive pairs from
similar classes and negative pairs from dissimilar ones, using
their difference as the margin. This similarity-aware triplet
loss effectively preserves inter-class similarity relations in
the embedding space during optimization.

To validate the above method, we establish two challeng-
ing zero-shot aerial object detection setups with DOTA and
xView datasets. Together with the existing aerial ZSD setup
on the DIOR dataset (Huang et al. 2022), we conduct ex-
tensive experiments on the two-stage Faster R-CNN detec-
tor and further show generalization the multi-stage Cascaded
R-CNN detector (Cai and Vasconcelos 2018) and the popu-
lar one-stage YOLOv8 detector (Redmon and Farhadi 2017;
Jocher, Chaurasia, and Qiu 2023). DescReg effectively im-
proves the detection accuracy of raw baseline method on
both seen and unseen classes. Remarkbaly, DescReg with
simple one-layer projection outperforms the SOTA genera-
tive ZSD methods (Huang et al. 2022) by 4.5 in unseen mAP
and 8.1 in HM, with the same detection architecture. We fur-
ther incorporate our method into the generative ZSD method
by regularizing the visual feature synthesizing process and
observe significant improvement, which demonstrates the
strong generalizability of our DescReg as a structural sim-
ilarity regularization method.

In summary, Our contributions are four-fold:

• Our study is the first comprehensive analysis in zero-shot
aerial object detection, combining thorough investigation
with specialized method development.

• Addressing the weak semantic-visual link in aerial im-
agery, we use prior visual text descriptions as a solution.

• We introduce a novel triplet loss that accounts for
inter-class similarity, embedding structural regularization
through textual descriptions.

• Utilizing the DOTA and xView datasets, we establish two
new challenging ZSD setups and conduct extensive ex-
periments with various detection architectures to assess
our method.

Related Work
Zero-shot Object Detection
Driven by zero-shot learning (ZSL) research (Mishra et al.
2018; Tang et al. 2019; Jasani and Mazagonwalla 2019;
Demirel, Cinbis, and Ikizler-Cinbis 2019; Tang et al. 2020,
2021), which transfers knowledge from seen to unseen
classes, the challenging task of zero-shot detection (ZSD)
has gained attention since its introduction in 2018 (Bansal
et al. 2018). ZSD not only categorizes but also local-
izes unseen objects. Similar to ZSL, ZSD strategies are
either embedding-based or generative-based. Embedding-
based methods learn a visual→semantic projection for align-
ing two spaces (Demirel, Cinbis, and Ikizler-Cinbis 2018;
Li et al. 2019b), including refining background vectors
for better differentiation from unseen classes (Zheng et al.
2020). Alternatively, generative methods (Zhu, Wang, and
Saligrama 2019; Zhao et al. 2020) use GANs to create vi-
sual samples of unseen classes, enabling classifier and re-
gressor training. These approaches focus on maintaining
inter-class structure and increasing intra-class diversity, with
novel components like robust feature synthesizers (Huang
et al. 2022) and loss functions (Sarma, Kumar, and Sur 2022)
for visual-semantic alignment. However, the critical role of
category embedding representation in ZSD’s effectiveness,
which is our study’s focus, remains underexplored.

Aerial Object Detection
Aerial images, taken by sensors on satellites, aircraft, or
drones, are essential for gathering Earth’s surface data from
afar. While object detection in natural images has advanced
significantly, it remains a challenge in aerial imagery. Previ-
ous research has mainly addressed aerial-specific issues like
small target sizes (Recasens et al. 2018; Yang et al. 2019;
Meethal, Granger, and Pedersoli 2023; Li et al. 2020; Yang,
Huang, and Wang 2022; Koyun et al. 2022) and object ro-
tation (Cheng, Zhou, and Han 2016; Zhang et al. 2020b;
Cheng et al. 2019). However, there’s limited focus on label-
efficient detection methods in this field. Some have explored
few-shot learning (Wolf et al. 2021; Lu et al. 2023) for aerial
detection, but these still need target labels. Our work inves-
tigates using training data from known classes for direct ap-
plication to unknown classes, i.e., zero-shot detection.

Proposed Method
Overview
Given the bounding box annotation on a set of seen object
categories F = {C1, C2, ...CN}, zero-shot object detection
(ZSD) aims at training on the seen data and generalizing to a
set of target unseen object categories F∗ = {C1, C2, ...CM}.
In the following paragraphs, we first present our main detec-
tion architecture and then introduce our approach with in-
depth analyses under the context of ZSD.
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Figure 2: The overall framework of the proposed method.

Object Detection Architecture The classical two-stage
Faster R-CNN (Ren et al. 2015) detection model consists
of a visual feature extraction backbone T , a region pro-
posal network R, a shared multi-layer feature transforma-
tion network F . a region classifier C, and a box regressor
B. Given input image I, the model first extracts image fea-
ture F: F = T (I). Then object candidate proposals are pre-
dicted by the region proposal network: {pi} = R(F). With
the proposals, feature pooling is conducted on the image
feature map F to obtain the proposal region feature {vi}.
The feature is then further refined by the shared network:
vi = F(fi). Finally, object classification scores and refined
bounding boxes are predicted by the classifier and the re-
gressor: si = C(vi), bi = B(pi, vi).

The detection model can be trained on the seen class data
with proposal loss, classification loss, and regression loss:
L = Lprop + Lcls + Lreg . The trained region proposal net-
work is class-agnostic and thus may generalize directly to
predict the unseen classes. The box regressor is also not sen-
sitive to classes and thus can be applied directly to unseen
classes, i.e., by using the class-agnostic version or using pre-
diction from seen classes (Huang et al. 2022). The major
challenge here is to generalize the classification to unseen
classes, as the region classifier is only trained on the seen
class data and cannot predict the unseen classes.

Detecting the Unseen with Semantic Bridging While
unseen class data is not available, the semantic relation can
be efficiently represented with semantic word embeddings.
These embeddings can be obtained from pre-trained word
embedding models such as Word2vec (Mikolov et al. 2013)
and large language models such as BERT (Devlin et al.
2018): cj = W(Cj), where cj is the vectorized representa-
tion and W is the embedding model. With these embeddings
and trained detection models on the seen class data, existing
zero-shot object detection methods mainly focus on bridg-
ing the gap between seen and unseen classes. These meth-
ods can be classified into embedding-alignment and gener-
ative methods. The embedding-alignment methods (Khan-

delwal et al. 2023; Zhang et al. 2020a; Yan et al. 2022)
aim to bridge the gap between visual and semantic space by
learning representation alignment. For example, learning an
alignment function ϕ to align semantic embeddings to visual
features (Zhang et al. 2020a):

wj = ϕ(cj) (1)

where wj is the visually-aligned class representation. With
wj , the visual features vi can be classified based on similar-
ity metrics such as cosine similarity, and the seen classifi-
cation supervision is employed to learn the alignment func-
tion. The learned alignment function is expected to general-
ize to unseen classes by utilizing unseen class embeddings,
and thus the detection model can detect unseen objects.

The Semantic-Visual Correlation Challenge Although
such embedding-alignment methods are shown to be ef-
fective on natural image datasets such as Pascal (Evering-
ham et al. 2010) and COCO (Lin et al. 2014). They suf-
fer from poor semantic-visual correlation on aerial images:
the semantic embedding cj has poor correlation with visual
features vi, which leads to severe difficulty for the learned
embedding function ϕ to generalize on the unseen classes.
Note this observation also applies to the generative methods
which will be discussed in the next section.

Based on this observation, we aim to improve the
semantic-visual correlation by augmenting the semantic em-
beddings with extra visual cues. The visual cues are instanti-
ated as simple textual descriptions. This is motivated by the
prior works in zero-shot learning that employs textual de-
scriptions to augment the recognition of unseen classes (El-
hoseiny, Saleh, and Elgammal 2013; Paz-Argaman et al.
2020). The descriptions can be obtained from experts or sim-
ply through large-scale pre-trained large language models
(LLM), e.g., GPT (OpenAI 2023).

DescReg Formulation
The textual descriptions are free-form and efficient to ac-
quire, they can help provide valuable information such as
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shape, color, and context for the aerial objects. However, we
find simply encoding them into the semantic representation
offers limited gain. This is likely due to the following issues:
1) the representations of semantic feature space and visual
feature space have distinct distributions, which causes inef-
fective transformation of the descriptions into visual feature
space. 2) The image feature representations of aerial objects
are less discriminative due to their smaller size than that of
common objects, thus it is more difficult to classify them
against the false classes and backgrounds.

To address the above issues, we leverage the inter-class
visual similarity information as a structural regularization to
learn more discriminative alignment functions. Specifically,
given the visual descriptions for all seen and unseen classes:
{Tj}, pre-trained language models such as BERT (Devlin
et al. 2018) are used to encode them into vectorized repre-
sentation:

tj = W(Tj) (2)

where W is the employed language model and tj is the ob-
tained representation. Then we compute the pair-wise cosine
similarity and obtain the similarity matrix S:

S(j, k) =
tjtk

||tj ||2||tk||2
(3)

To encourage more discriminative inter-class similarity and
keep the similarity score within the value range (0, 1], we
introduce a self-excluding Softmax:

Ŝ(j, k) =


eS(j,k)/τ∑

k
′ ̸=j

eS(j,k′
)/τ

if k ̸= j

S(j, k) otherwise
(4)

where Ŝ is the normalized similarity matrix, of which all the
diagonal elements are 1, corresponding to self-similarity and
the other elements are in the value range (0, 1), correspond-
ing to inter-class similarity.

The visual characteristics of object classes are now en-
coded structurally as this similarity matrix. We then in-
tegrate it into the embedding alignment learning process.
Motivated by the triplet loss (Frome et al. 2013; Akata
et al. 2015), we treat the visually-aligned semantic rep-
resentations wj as independent feature samples and per-
form positive-negative sampling based on the similarity,
then triplet loss is imposed on the samples:

Lj
trip = max{0, d(wj ,wh(j))− d(wj ,wl(j)) + ∆} (5)

where d(·, ·) is the Euclidean distance. h(j) denotes sam-
pling a similar class for class j and l(j) means sampling a
less similar class, or dissimilar class. The sampling is con-
ducted based on similarity scores Ŝ(j, :). ∆ is the margin.
However, such a direct adoption of triplet loss does not con-
sider the similarity level between classes, e.g., a bridge may
be very similar to a dam, but less similar to an overpass,
while a vehicle may look a bit dissimilar to a boat but is
very distinct to a baseball-field. We thus propose to employ
the similarity gap as the margin for the triplet regularization:

∆j = Ŝ(j, h(j))− Ŝ(j, l(j)) (6)

such a second-order metric helps encode the discrepancy in
similarity level into the margin regularization. It facilitates
the structural learning of the alignment function and thus
the knowledge learned from seen classes can better transfer
to the unseen classes. The improved similarity-aware triplet
loss is thus:

Lj
trip = max{0, d(wj ,wh(j))− d(wj ,wl(j)) + ∆j} (7)

Unlike prior works that apply contrastive objectives (Huang
et al. 2022; Yan et al. 2022), the proposed margin-adaptive
triplet loss is less greedy and allows strong flexibility in rep-
resentation space. The loss is summed over all the seen and
unseen classes to compute the full regularization objective:

Ltrip =
∑
j

Lj
trip (8)

During the learning of the alignment function, the clas-
sification objective (e.g., cross-entropy) is usually computed
on the seen classes. So the complete objective with DescReg
is:

L = Lcls + Ltrip (9)

Fig. 2 shows the overall framework integrated with Faster
R-CNN.

Generalization to Generative Methods Unlike the
above embedding-alignment methods, the generative meth-
ods (Hayat et al. 2020; Zhu, Wang, and Saligrama 2019;
Huang et al. 2022; Rahman, Khan, and Barnes 2020) aim
to learn universal visual feature synthesizers. The method
can be simplified as generating visual feature samples based
on semantic embeddings:

v̂j = φ(cj , z) (10)

where v̂j is the synthesized visual feature and z is random
noise to encourage the feature diversity. The synthesized fea-
tures can be employed to train the classifier for both seen and
unseen classes. Similar to the above-mentioned semantic-
visual correlation challenge, here the synthesizer also faces
generalization issues on the unseen classes. The proposed
similarity-aware triplet loss can then easily added to the
training process of generative networks:

Lj
trip = max{0, d(v̂j , v̂h(j))− d(v̂j , v̂l(j) +∆j} (11)

Experiments
We study four questions in experiments. 1) How does De-
scReg improve the performance of zero-shot aerial object
detection? is it efficient? 2) Is DescReg sensitive to visual
descriptions and embedding generation methods? 3) How
does each component take effect? 4) Can DescReg gener-
alize to the generative ZSD methods and be applied on dif-
ferent object detection meta-architectures?

Datasets and Experiment Setup
We evaluate the proposed method on three challenging re-
mote sensing image object detection datasets: DIOR (Li
et al. 2019a), xView (Lam et al. 2018), and DOTA (Xia
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Method
ZSD GZSD

Recall@100 mAP Recall@100 mAP
IoU=0.4 IoU=0.5 IoU=0.6 S U HM S U HM

BLC (Zheng et al. 2020) - - - - - - - 6.1 0.4 0.8
SU (Hayat et al. 2020) - - - 10.5 - - - 30.9 2.9 5.3

RRFS (Huang et al. 2022) - - - 11.3 - - - 30.9 3.4 6.1
V2S† (Khandelwal et al. 2023) 14.1 11.9 10.1 4.1 78.2 15.8 26.3 57.0 1.4 2.7

RRFS† (Huang et al. 2022) 22.1 19.8 18.1 9.7 60.0 19.9 29.9 41.9 2.8 5.2
ContrastZSD† (Yan et al. 2022) 24.9 22.3 20.1 8.7 69.2 25.9 37.7 51.4 3.9 7.2

DescReg (ours) 37.9 34.6 31.5 15.2 82.0 34.3 48.4 68.7 7.9 14.2

Table 1: Comparison with state-of-the-art methods under ZSD and GZSD settings on DIOR dataset. † denotes our implemen-
tation results. ”S” and ”U” denote seen classes and unseen classes, respectively.

et al. 2017). For DIOR, we follow the setting in prior
work (Huang et al. 2022). For xView and DOTA, we conduct
semantic clustering and sample classes within clusters to en-
sure unseen class diversity and semantic relatness(Rahman,
Khan, and Porikli 2018; Huang et al. 2022). The resulting
xView contains 48 seen classes and 12 unseen classes, and
the resulting DOTA contains 11 seen classes and 4 unseen
classes. We also perform cropping on the xView and DOTA
images to simplify the data. Due to space limits, please refer
to our supplementary file for more details. Throughout the
experiments, unless otherwise stated, we adopt the Faster R-
CNN model as the base detection model and IOU=0.5 for
the evaluation.

Implementation Details
Following prior works (Yan et al. 2022; Huang et al. 2022;
Yan et al. 2022), we adopt Faster R-CNN with ResNet-
101 (He et al. 2016) as the base detection architecture and
conduct two-stage training. In the first stage, the model is
first trained on the seen class data as conventional detec-
tion training, In the second stage, the model is frozen and
the semantic-visual projection is fine-tuned with the pro-
posed DescReg. In addition to Faster R-CNN, we also vali-
date our method on the newly released one-stage YOLOv8
model (Jocher, Chaurasia, and Qiu 2023) and the cascaded
detection model (Cai and Vasconcelos 2018). Due to space
limit, please refer to supplementary for more details on im-
plementation.

Main Results
Comparison with State-of-the-arts on DIOR In Tab. 1,
we compare the results with state-of-the-art methods on the
DIOR dataset. The proposed method outperforms all com-
pared methods in both ZSD and GZSD settings. Under the
ZSD setting, our method achieves more than 11.0% abso-
lute gain for recalls of different IOU thresholds, and nearly
4.0% mAP increase compared to the best-reported method,
demonstrating its much stronger ability to detect unseen cat-
egories compared to All other ZSD methods. Under the
GZSD setting, the proposed method achieves the best mAP
performance on seen classes, surpassing the best-compared
method by 11.7% in mAP, this result shows that our zero-
shot learning method achieves the least interference on the
seen class recognition. Furthermore, our method achieves

7.9% unseen mAP and 14.2% HM, which also significantly
outperforms the prior methods. Similar observations hold on
the recall metrics.

Experiments on xView and DOTA In addition to DIOR,
we further conduct zero-shot detection experiments on the
challenging xView and DOTA datasets. We compare to
RRFS (Huang et al. 2022) and ContrastZSD (Yan et al.
2022) as representatives of SOTA generative methods and
embedding-alignment methods. The result is shown in
Tab. 2. On both datasets, our method shows higher perfor-
mances compared to the baselines. Specifically, Under both
ZSD and GZSD settings of xView, the proposed method
achieves nearly two-fold improvement in unseen mAP com-
pared to the best-performing ContrastZSD method (4.1% to
8.3%, 2.9% to 5.8%). The corresponding gains on DOTA are
about 50% relatively. We also observe that with xView, Con-
trastZSD achieves similar or higher recalls on the GZSD set-
ting compared to our method, but the unseen mAP is lower,
which indicates its unseen images may be less discriminative
against the background, and thus predicts more false posi-
tives.

Class-wise Resutls We also report the class-wise mAP
performance in terms of ZSD and GZSD for all three
aerial object detection datasets. The results are shown in
Tab. 3. We note some unseen classes are very challeng-
ing and show near 0% AP on the test set (e.g. 0.1% and
0.4% for helicopters on DOTA, under ZSD and GZSD set-
tings respectively). This phenomenon is also observed in
prior ZSD works (Yan et al. 2022; Huang et al. 2022;
Yan et al. 2022), it is mainly caused by the weak dis-
criminability of unseen class representations and remains a
good topic for future ZSD research. Notably, benefiting from
the introduced cross-class representation regularization, our
method achieves relatively good performances on many un-
seen classes(e.g. 20.0% GZSD AP and 45.7% ZSD AP for
groundtrackfield class on DIOR).

Generalizability
We further validate whether DescReg generalizes to the gen-
erative ZSD method and other detection architectures.

DescReg with Generative ZSD Methods Generative
methods aim at synthesizing samples for unseen classes, the
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xView DOTA

Method
ZSD GZSD ZSD GZSD

RE@100 mAP RE@100 mAP RE@100 mAP RE@100 mAP
0.4 0.5 0.6 S U HM S U HM 0.4 0.5 0.6 S U HM S U HM

RRFS 17.6 14.3 11.3 2.2 19.1 5.8 8.9 10.2 1.6 2.8 17.5 14.4 11.5 2.9 71.4 14.2 23.7 47.1 2.2 4.2
ContrastZSD 29.0 27.1 25.9 4.1 27.6 13.9 18.5 16.8 2.9 4.9 28.7 25.4 23.9 6.0 69.1 12.2 20.7 41.6 2.8 5.2

DescReg 45.9 43.0 40.1 8.3 28.0 12.8 17.6 17.1 5.8 8.7 37.3 34.4 29.6 8.5 83.8 29.9 44.0 68.7 4.7 8.8

Table 2: Performance of our proposed model on xView and DOTA datasets for ZSD and GZSD settings.
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RRFS 3.1 2.0 6.3 0.0 4.4 0.0 4.5 0.0 0.8 2.0 0.0 0.0 3.9 5.5 5.2 0.1 0.0 1.1 0.0 0.4
ContrastZSD 5.2 2.1 8.1 0.0 3.5 2.9 4.8 0.0 8.1 5.5 0.1 1.2 6.3 9.7 1.2 0.0 0.0 0.1 3.1 0.0

G
Z

SD

DescReg 0.0 9.2 20.0 2.4 9.1 0.1 9.5 0.0 21.9 4.5 0.0 6.1 13.3 9.1 8.2 0.0 0.0 0.4 6.1 0.0
RRFS 12.3 6.2 19.7 0.6 5.4 0.1 6.1 0.0 0.1 2.4 0.0 0.1 6.9 1.5 9.2 0.5 0.0 5.1 0.0 0.0

ContrastZSD 9.7 3.9 21.2 0.1 7.4 4.5 11.9 0.0 14.1 5.7 0.0 2.8 7.3 9.7 1.1 0.1 0.0 0.6 7.6 0.0Z
SD

DescReg 0.1 10.9 45.7 3.9 11.3 0.4 22.2 0.1 36.0 4.9 0.1 7.5 19.8 9.1 10.2 0.0 0.4 0.9 10.3 0.0

Table 3: Class-wise AP comparison of different methods on unseen classes of three aerial image datasets.

proposed DescReg can be integrated into the framework for
generating more discriminative samples. As shown in Tab. 4,
by augmenting with DescReg, the best-reporting generative
method of RRFS is improved on PASCAL VOC dataset.
Specifically, with DescReg, the mAP performance for un-
seen classes is improved from 65.5% to 66.4% on ZSD set-
ting, and from 49.1% to 50.4% on GZSD setting.

Method ZSD GZSD
S U HM

SAN (2018) 59.1 48.0 37.0 41.8
HRE (2018) 54.2 62.4 25.5 36.2
BLC (2020) 55.2 58.2 22.9 32.9

RRFS (2022) 65.5 47.1 49.1 48.1
RRFS w/. DescReg 66.4 47.1 50.4 48.6

Table 4: ZSD and GZSD performance of the generative
method on the PASCAL VOC dataset.

DescReg with Other Detection Architectures In addi-
tion to Faster R-CNN, we further validate DescReg on
the one-stage YOLOv8 (Jocher, Chaurasia, and Qiu 2023)
and the multi-stage Cascaded R-CNN (Cai and Vasconcelos
2018). The results are shown in Tab. 5. Our method applies
well to the two detection models, e.g. with 15.6% ZSD mAP
and Cascased R-CNN and 6.4% ZSD mAP on YOLOv8
which achieves 64 FPS inference speed.

Analysis
We conduct several ablation studies and experimental anal-
yses to better understand how the proposed method works.

Architecture ZSD GZSD FPSS U HM
Faster-RCNN 15.2 68.7 7.9 14.2 11

Cascaded-RCNN 15.6 70.0 8.1 14.5 8
YOLOv8-s 6.4 49.9 4.2 7.7 64

Table 5: Performance with different detection architectures
on the DIOR dataset. FPS denotes frame per seconds.

Please refer to supplementary for qualitative results.

Ablation Study on the Proposed Triplet Loss As shown
in Tab. 6, when replacing the semantic class embeddings
with the visual description embeddings, the baseline per-
formance is improved but the improvement is limited (e.g.,
1.0% on ZSD mAP). This result means naively incorporat-
ing the visual description information as the class seman-
tic representation cannot help much due to the represen-
tation gap between semantic feature space and visual fea-
ture space. Additionally, by applying the proposed inter-
class triplet loss, the performance is significantly improved
(from 7.1% to 10.1% on ZSD mAP) which indicates that
simple similarity-based triplet regularization could improve
the zero-shot detection performance. By further introducing
the proposed similarity-aware margin, the ZSD mAP is im-
proved by 5.0% and HM is improved by 5.6%, meaning the
adaptive margin helps better regularize the class representa-
tion space. We also observe the temperature value of 0.03
achieves the best performance, which is slightly higher than
0.01 and 0.05. Based on the best-performing model, further
adding the visual description embeddings cannot offer im-
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Figure 3: Learning dynamics of DescReg. w/wo DescReg
denotes DescReg and baseline without DescReg.

provement, indicating our method may already incorporate
the visual characteristics into the embeddings through struc-
tural similarity regularization. Fig. 3 shows how the learning
dynamics of seen and unseen classes, apparently, with De-
scReg, the performance on both seen and unseen classes are
higher and the learning process is more stable.

S→V Desc-Softmax Desc-Adaptive
Margin ZSD HM

6.1 5.3
✓ 7.1 5.9

✓(0.03) 10.1 8.2
✓(0.01) ✓ 15.1 13.8
✓(0.03) ✓ 15.2 14.2
✓(0.05) ✓ 14.5 13.6

✓ ✓(0.03) ✓ 15.3 13.9

Table 6: Ablation study of the proposed similarity-aware
triplet loss. S→V means replacing the semantic embeddings
with visual description embeddings. Desc-Softmax and
Desc-Adaptive-Margin denote the proposed self-excluding
Softmax and the similarity-aware triplet loss. The numbers
in the parentheses are the temperature used in the Softmax.

Effect of Varying Descriptions We investigate how sen-
sitive is DescReg to the input visual descriptions by vary-
ing the description sources. We evaluate how different hu-
man and GPT-4 (OpenAI 2023) description inputs affect the
zero-shot detection performance. As shown in Tab. 7, when
focusing on the semantics, the performance of both human
and GPT-4 descriptions is low (e.g., 5.0% ZSD mAP for hu-
man input and 6.9% mAP for GPT-4 input). The reason is
that simple semantic description contains much fewer visual
details of the objects. When switching to descriptions that
focus on visual details from an aerial view, the performance
is significantly improved by more than 8.0% in ZSD mAP
and 7.0% in HM, benefiting from the visual details that gen-
erate effective similarity measures. We also test how sensi-
tive the method works with different descriptions of varying
lengths. The result shows that our method is not very sen-
sitive to the description length. In addition, we observe that
GPT-generated descriptions offer higher performance than
that of human inputs. While we did not dedicatedly opti-

mize the human input, the result shows the application of
large language models in ZSD is very efficient.

- Method ZSD HM

Human semantic 5.0 4.7
aerial 13.1 11.9

semantic 6.9 6.1
aerial-long 15.2 14.2

aerial-medium 15.1 13.9GPT-4

aerial-short 13.5 13.2

Table 7: Varying descriptions. We acquire visual descrip-
tions through both Human and GPT-4. semantic means sim-
ply describing the object class while aerial means focusing
on the visual appearance in aerial images. long, medium, and
short denote descriptions with varying lengths.

Conclusion
In this paper, we investigate the zero-shot object detection
(ZSD) problem in the context of aerial images. We identi-
fied the weak semantic-visual correlation problem of aerial
objects and propose to learn stronger visually-aligned class
representations with external visual descriptions in text for-
mat. Our method is extensively validated on three challeng-
ing aerial object detection datasets and shows significantly
improved performance to the prior ZSD methods. To the best
of our knowledge, we are the first to conduct a comprehen-
sive study on zero-shot aerial object detection. we hope our
method and newly established experimental setups provide
a baseline for future research.

Limitations and Future Work While our method signif-
icantly improves the baselines, we note the performance on
unseen classes is still low. The major challenge arises from
the strong inter-class confusion and background confusion
among aerial objects, which is further exacerbated by the
small object size. While our method mitigates these prob-
lems, two future directions could further address them: 1)
The non-uniform spatial processing approaches (Recasens
et al. 2018; Yang et al. 2019) could be explored to am-
plify the small object signal for improved zero-shot recog-
nition. 2) Based on our proposed regularization, other label-
efficient methods could be incorporated to improve the per-
formance, e.g. few-shot approach and open-vocabulary de-
tection approach (Kang et al. 2019; Wang 2023).
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